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A Machine Learning based Approach to Detect the Ethereum Fraud Transactions
with Limited Attributes

Abstract

Ethereum smart contracts have recently received new commercial applications and a lot of attention from
the scientific community. Ethereum eliminates the requirement for a trusted third party by allowing
untrusted parties to expose contract details in computer code. Nonetheless, as online commerce grows,
plenty of fraudulent activities, such as money laundering, bribery, and phishing, emerge as major threats
to trade security. For correctly recognizing fraudulent transactions, this paper developed a Light Gradient
Boosting Machine (LGBM) technique-based model. The modified LGBM model optimized the parameters
of Light GBM using the Euclidean distant structured estimation approach. This paper also examines the
performance of different popular models such as Random Forest (RF), Multi-Layer Perceptron (MLP),
Logistic Regression, k-Nearest Neighbors (KNN), XGBoost, Support Vector Classification (SVC), and
ADAboost with limited features and compares their performance metrics with the proposed model for
Ethereum fraudulent activity classification. A comparative performance evaluation matrices scores of
different popular models along with the proposed model demonstrated the applicability of the proposed
approach. The modified LGBM algorithms and RF models demonstrate the best performance compared
to other models with the highest accuracies, while the modified LGBM algorithm has a slightly superior
performance of 99.17 percent compared to the RF model's 98.26 percent.
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Ethereum Fraud Transactions with Limited Attributes
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Abstract

Ethereum smart contracts have recently received new commercial applications and a lot of attention from the scientific
community. Ethereum eliminates the requirement for a trusted third party by allowing untrusted parties to expose
contract details in computer code. Nonetheless, as online commerce grows, plenty of fraudulent activities, such as money
laundering, bribery, and phishing, emerge as major threats to trade security. For correctly recognizing fraudulent
transactions, this paper developed a Light Gradient Boosting Machine (LGBM) technique-based model. The modified
LGBM model optimized the parameters of Light GBM using the Euclidean distant structured estimation approach. This
paper also examines the performance of different popular models such as Random Forest (RF), Multi-Layer Perceptron
(MLP), Logistic Regression, k-Nearest Neighbors (KNN), XGBoost, Support Vector Classification (SVC), and ADAboost
with limited features and compares their performance metrics with the proposed model for Ethereum fraudulent activity
classification. A comparative performance evaluation matrices scores of different popular models along with the pro-
posed model demonstrated the applicability of the proposed approach. The modified LGBM algorithms and RF models
demonstrate the best performance compared to other models with the highest accuracies, while the modified LGBM
algorithm has a slightly superior performance of 99.17 percent compared to the RF model's 98.26 percent.

Keywords: k-Nearest Neighbors (KNN), Random forest (RF), Support Vector Classification (SVC), Ethereum fraud,
Logistic regression

1. Introduction second most valuable cryptocurrency. Since then,
Ethereum and Bitcoin have grown in popularity,
particularly among large corporations, because they
were invented by Clohessy et al. [1], Li and Whin-
ston [2], as well as Liu and Serletis [3]. The main
goal is to give power to the individual, letting em-
ployers control their data and transactions. Ether-
eum, created by Vitalik Buterin, is one such
cryptocurrency. Ethereum, for those who are new, is
a cryptocurrency allocation mechanism that allows
you to transmit cryptocurrency to anybody for a
little fee. As discussed by Leal et al. [5], and Pan-
arello et al. [6], as Ethereum is built on a blockchain
network, anyone can take advantage of the service
of digital transactions with very minor transactional
charges in a safe way. According to Zhao and Liu [7],
Kabainskas and Sutiené [8], as well as Brauneis et al.

thereum is a famous cryptocurrency exchange

platform as well as the most well-known plat-
form for peer-to-peer programming. Blockchain
security and supervision have recently received a lot
of attention [1,2]. Ethereum is an open-source
blockchain technology that allows smart contracts to
be implemented. Its emergence solves the problem
of the Bitcoin protocol's limited scalability. De-
velopers can construct general-purpose smart con-
tracts using the Solidity language because of its
adaptability [3,4]. Some fraudulent smart contracts
may exist among the many smart contracts, stealing
ether from network participants. Because of its
simplicity and adaptability, Ethereum has grown
swiftly. Ethereum has also surpassed Bitcoin as the
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[9], a blockchain is a disseminated, deconcentrated
public bank account that authenticates and records
every transaction. As a result, it is quite slow but
very secure.

Cryptocurrencies are a type of decentralized cur-
rency, which means that a third-party person cannot
seize control of the blockchain network. It would be
difficult to identify users who were responsible for
the scam if it occurred. These considerations, as well
as the users' anonymity, might lead to fraudulent
behaviour. The Ponzi scheme is one of the most
well-known Ethereum scams [9].

Cryptocurrencies are decentralized, which means
that no one body can acquire control of the block-
chain. It would be difficult to identify users who
were responsible for the scam if it occurred. These
considerations, as well as the users' anonymity,
might lead to fraudulent behaviour. The Ponzi
scheme is one of the most well-known Ethereum
scams. These schemes masquerading as secure in-
vestment schemes have proliferated on Ethereum,
as proposed by Jung et al. [10]. As discussed by
Bartoletti et al. [11] and Chen et al. [12], Ponzi
schemes are structured in such a deceptive way that,
in 95% of the cases, early investors in the scheme
take most of the money, leaving other investors with
a very marginal profit or extreme loss. There are
very high chances that the investor's money will get
squandered.

A Ponzi scheme can be considered with the topol-
ogy of the pyramid. At the top of the pyramid is the
investor who invested early, and all the following
layers compensate for the upper-tier investors.
Simply, the lower-level investor in the pyramid pays
the one at the top level. The scheme will ultimately
fail since it will be difficult to attract new investors. As
an outcome, those at the topmost of the pyramid will
benefit. Whereas bottom layer investors will get
trapped in this scheme and will have very little to no
money in hand, as investigated by Bartoletti et al. [13]
as well as Vasek and Moore [14].

Taking advantage of the anonymity, crooks
rapidly took advantage of the site's status to rake off
other users by inventing a slew of scams. Unlike
previous frauds, cryptocurrencies are not yet gov-
erned by any official standards, making it harder to
pursue restitution for losses incurred by fraud.
Because of the blockchain's immutability and users'
anonymity, it is almost impossible to reverse a
fraudulent transaction. It would be difficult and
time-consuming to manually search through all of
these transactions, looking for any transactions that
were deemed to have abnormal features. The rapid
formation of such blocks on the network, notably
transactions and smart contracts, suggests the

adoption of machine learning (ML) techniques to
help in the detection of any trends linked with
aberrant activity. Several studies on identifying
Ethereum scams are being conducted using various
classifiers and methodologies. Some of these are
detailed below:

Ajay et al. [15] demonstrated a technique for
identifying abnormalities in Ethereum networks
and determining whether users are suspicious using
machine learning algorithms. He employed decision
trees and random forests, among other machine
learning techniques. When indegree nodes are
taken into account, the algorithms' accuracy is 83.66
percent and 98.93 percent, respectively.

Teng et al. [16] used a pattern-based approach to
identify the anomalous Ethereum smart contracts.
They trained the model using LSTM, that is, long-
term short-term memory, as well as by data slicing.
The findings demonstrated a high level of precision
in contract identification.

Runnan et al. [17] suggested a way to detect
ambiguous transactions with the help of a graph
convolutional network model. They used a single
model to detect the transactions and achieved an
accuracy of 95% with the help of neural networks.
They used web crawlers to capture the addresses of
fraud transactions.

Yuan et al. [18] created a machine learning model
for detecting phishing scams on the Ethereum
market. Using the transaction information, they first
established the transaction network model to pre-
dict the fraudulent transaction. The next model was
trained using the node2vec embedding technique
and the SVM classifier. This modified model's final
accuracy was 84.6 percent.

Rahmeh et al. [19] put forward a mechanism to
detect illicit transactions with the help of supervised
learning as well as ensemble learning methods like
random forest and decision trees to achieve their
results. They used the correlation coefficient to build
a dataset with six features on which they trained the
model and predicted the accuracy.

The approach described in [20] is based on ac-
count attributes, and it also includes opcode func-
tionalities based on the contract's code that is
recorded on the blockchain. They constructed three
classification models with XGBoost: Opcode, Ac-
count, and Account plus Op-code. The third model,
i.e., the Account plus Opcode model, outperformed
the others with a precision of 94 percent and a recall
of 81 percent.

To detect Ponzi schemes structured as smart
contracts on the Ethereum network, Chen et al. [21]
used supervised learning methods to classify ac-
counts depending on their executable program
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(Opcode). Even with experimentally generated
contracts, the enhanced Random Forest identified
305 of the 394 smart-Ponzi schemes with probabi-
listic confidence of more than 90% after parameter
modifications.

The motive of this research is to improve the
proposed model, which can capture fraudulent ac-
tivities on the blockchain. Anomalies in the trans-
actional data of the Ethereum blockchain are
checked. Abnormal or suspicious transactions are
those that deviate from the usual. Furthermore,
these transactions may be legal or illegal, but they
are worth investigating. We conducted an extensive
experiment for a thorough comparison of different
machine learning models using various perfor-
mance criteria.

1.1. Paper objectives

e The Light GBM model has been implemented
with Euclidean distance measures to predict
fraudulent transactions with faster efficiency and
low memory usage.

e The compatibility of gradient boosting with large
datasets has been taken into account, considering
that it can keep up with the growth of the Ether-
eum network dataset and still predict accurately.

e To propose a machine learning model which can
find fraud activities on the Ethereum blockchain.

e To offer a machine learning strategy for detect-
ing Ethereum fraud with a small number of
features.

e In-depth comparison and analysis of several
classifiers suggested using various performance
metrics.

1.2. Proposed novel work

From the literature review, it was observed that
most previous work for detecting fraudulent trans-
actions involved machine learning techniques and

Data Preprocessing  Feature selection

Handling
»|_Missing Values

Offline |
Ethereum |j—
Transactions

0-1 Scaling

Dataset of

optimization techniques with, Random Forest, De-
cision Tree, Support Vector Machine (SVM), etc.
However, very little work has been done with the
gradient boosting approach, which holds the po-
tential to give results very quickly and accurately.
Also, it has been observed that the proposed
modified LGBM performed better than several
high-performing algorithms for solving problems in
different domains compared to Random Forest and
other popular techniques. Therefore, the suggested
study employs an enhanced machine learning
strategy that employs improved gradient enhance-
ment algorithms which has a high degree of accu-
racy in detecting fraudulent transactions while
avoiding overfitting. Figure 1 shows the flow chart
of the proposed approach.

1.3. Paper organization

The rest of the paper is organized as follows.
Section 2 explores classification models and the
fundamentals of each model. In Section 3, data
preprocessing and experimental setup are
explained. The efficiency metrics of experimental
data with different algorithms are included in Sec-
tion 4. Section 5 closes with a recap of previous work
and some ideas for future improvements.

2. Used classifiers

For the sake of fair comparison, this study used
the below-defined classifiers for Ethereum fraud
transactions with the same attributes.

2.1. Logistic regression

The logistic regression method predicts a binary
outcome from a dataset's numerous independent
features. It is used to determine whether or not a
certain binary event, such as a 0 or 1, will occur. It
may be used by sales firms, for example, to persuade
consumers to buy or not buy their goods. It is a linear

Model Training

Hyper-Parameter
Optimization of
Light LGBM

Modified LGBM
Prediction Model

- -

Fig. 1. Flow chart of the proposed modified LGBM based model.
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regression model that has been extended. In classi-
fication techniques such as logistic regression, we
categorize the attribute to be decided or dependent
as 0 or 1, but in linear regression, instead of consid-
ering 0 and 1 as categories, consider them as values
[22]. The diagram shows that the function of logistic
regression compresses the linear model graph in the
range [0, 1], as discussed by Chen et al. [23] and
Arimura et al. [24], as seen in Fig. 2.

2.2. Random forest

The Random Forests (RF) technique is a collabo-
rative learning approach that may be used to
conduct classification or other tasks on a dataset by
constructing a large number of trees according to
the nature of the dataset through training and
accordingly predicting the outcome. The below class
and probability formula is used to compute the Gini
index of every branch on a node, which identifies
the most probable branches.

Gini=1-Y " (P)’, (1)

where Pi denotes the type's relative frequency and ¢
is the total classes of the dataset. Entropy is deter-
mined using a below logarithmic equation, it ne-
cessitates more arithmetic than the Gini index.
(Sreejith et al. [25] as well as Aziz et al. [26]):

Entropy="> " P;*¥log(P;) (2)

2.3. MLP classifier

A machine learning classification approach is
known as a multi-layer perceptron (MLP) classifier.
In layman's terms without making things complex, it
can be said that it is an artificial neural network

implemented with the help of the Scikit-Learn li-
brary. This whole network consists of an input layer
where inputs for classification are specified, which
are multiplied by a self-adjustable weight randomly
selected by the machine. Every node in the layers is
fully connected to every single node in the subse-
quent layer. Hidden layers are layers that exist be-
tween the input and output layers and may be used
as needed by the model. The activation function is
applied to the results of multiplication with weights
and the results with minimum loss are calculated.
Till then, weights get updated iteratively with the
help of backpropagation as studied by various re-
searchers [30—32] as well as Desai [33].

2.4. KNN

The clustering algorithm, the K-Nearest Neighbor
(KNN) algorithm, is widely used in the data science
industry to categorize datasets. It uses the Euclidean
distance algorithm to decide the category for the
datapoint. Consider a situation in which we have to
allocate the datapoint. This can be solved with the
help of the KNN as follows:

(a) Pick the K closest neighbours at random.

(b) Determine the nearest neighbour of the data-
point point that needs to be classified using the
Euclidean distance.

(c) Count the number of data points in each of these
K groups.

(d) Assign the to-be-classified data point to the
cluster or neighbours with the greatest number
of neighbors.

2.5. XGB

XGBoost is a machine learning approach that
enhances the gradient with the help of tree-based

Logistic Model

1
- 1 + e—(bo+byx)

(ANN) that is wused for classification and
v y = bo +b1A\' 4= Linear Model
1 il
p
!
/ p
0

Fig. 2. Graphical Comparison of logistic and linear models.
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boosting algorithms to improve the accuracy of
classification and regression models. It uses an
ensemble method for gradient boosting and sup-
ports three different forms of gradient boosting: a
stochastic gradient boosting, regularized gradient
boosting, and normal boosting. In terms of speed,
XGB excels over other gradient boosting ap-
proaches. This approach contains an auto pruning
function that inhibits the decision tree from growing
beyond a particular point, thereby decreasing the
overfitting of the machine learning model on our
training dataset. It is more precise compared to
other similar algorithms.

Boosting algorithms by not compromising mem-
ory usage. It is among the most extensively used
gradient boosting algorithms due to its numerous
benefits as proposed by Farrugia et al. [17].

2.6. SVC

Support vector machines, or SVCs, use a very
simple approach to classify the data in a dataset. It
distributes the data points by the hyperplane and is
very promising in classification and multiple
dimensional or non-linear spaces. They provide
good results by balancing the memory and provide
somewhat faster results with less consumption of
resources. The SVC algorithm, according to the in-
puts, decides on the hyperplane to divide the data-
set. As there can be infinite ways to decide on which
plane to choose, it is decided by finding the points
which are nearest to the plane (support vectors) and
computing the distance between all the support
vectors and the respective plane, which is called
margin. And of all the planes, the one that provides
the maximum margin is considered to be the opti-
mum hyperplane. This process gets a little bit more
complex when we are dealing with a complex
dataset that cannot be classified linearly.

2.7. AdaBoost

AdaBoost is a boosting classifier that boosts the
accuracy of classifiers by merging several classifiers
with low performance to produce a higher accuracy
output. It improves the accuracy by iteratively
changing the weights of the classifiers and training
the dataset every iteration. (Farrugia et al.,, [17]).
Adaboost picks a portion of the training dataset at
random, then applies an iterative procedure to the
dataset, initializing arbitrary weights to forecast ac-
curacy. Improve the accuracy even further by
modifying the weight in an iterative process.

2.8. LGBM classifier with Euclidean distance

Gradient boosted decision trees are used in the
LGBM implementation architecture. It was
designed by Microsoft's research and development
team. It is a machine learning method that is
commonly utilized in the prediction of studies. (Aziz
et al. [27], Ahmed et al. [28], as well as Aziz et al. [4]).
Because it develops vertically, LGBM is the quickest
processing tree-based method when compared to
other algorithms. It contains roots and leaves that
may grow vertically or horizontally because it is a
tree-based algorithm. As illustrated in the diagram,
LGBM starts to extend across the leaf node of the
tree with a significant vertical loss, that is, growing
leaf-wise. Most of the algorithms, on the other hand,
grow in layers or horizontally. LGBM is advanta-
geous when results need to be computed for a huge
dataset; else, it might over-fit a small dataset.

The key benefit of the proposed approach is that it
is incredibly light in weight, using very little mem-
ory to compute hundreds of rows while producing
extremely accurate results, as proposed by Ahamed
and Education [29] (Fig. 3). The number of leaves,
the learning rate, and other important factors that
determine the LightGBM model's performance
must be manually modified instead of being gained
through training. Hyper-parameters were used to
specify these parameters. Grid searching, random
searching, and other traditional methods of hyper-
parameter optimization are examples. Although
grid searching allows for concurrent processing, it is
memory intensive. Random searching aims to
discover the best approximation of the function by
sampling randomly in the desired range, making it
easier to avoid global optima but not ensuring an
optimal solution. The Euclidean distance is calcu-
lated by using the objective function's historical
evaluation results, creating a probability model
from them, translating the hyperparameters to the
scoring probability of the objective function, and
finding the optimal parameter. The parameters of
Light GBM are optimized using the Euclidean
distant structured estimation approach in this study.
The working procedure of LGBM with Euclidean
distance is shown in Fig. 4.

For the given data set {xi, yi}Il\] The goal of training
is to calculate the F* (X) function that generalizes the
relationship between the input value x and the
resultant value y which are used to derive outputs
for untrained inputs. In other words, the loss func-
tion's expected value is minimized for the combined
probability distribution of all variables (x, y).
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Fig. 3. Leaf wise tree growth LGBM classifier.

Gradient boosting algorithm can be mathematically  Step 2. Gradient is calculated with the help of the
implemented as below: below equation

Step 1. Initialization model with the constant value [aq, (yi, F(xi))

2 o OF (x; F(x)=F, x
Fo(x) =argminy ', (i~ ) ) y.P((fc.)))i] e

In every iteration:

Input the Ethereum data
.
Data Pre processing
*
Initialize F, (X), m=0
v
M=m+1 Determine final F(X)

X !
Update Y; Input the Ethereum Fraud

transactions data

]
v

Traverse all the Split points

v

Data pre processing

v Error
Calculate the gradient of each split Calculate the prediction analysis
‘ value based on F(X)

v

Restore & output the power
value

Choose the minimum loss using
Euclidean distance

v

Calculate the step length
-

Update the function F,, (X)

New
dataset

Fig. 4. Iterative working procedure of LGBM with Euclidean distance.
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Step 3. Under closed h,,(x) to y; scaling, fit a base
leaner closed to train the dataset {xi, yi}lN .

Step 4. Solve the one-dimensional below optimi-
zation equation and calculate the multiplier:

P = argminz:ji1 (y,‘7 Fin—1)(x;) + phy, (x,»)) (4)

Step 5. Update F,,(x) by using below
F, (x) :F(m_1) (JC)

5
+argmin2§il (Y Fon—1) (%) + By () ) ®)
where h,,€H is a base learner function, unfortu-
nately, in general, determining the optimum func-
tion h for an arbitrary loss function at each step is a
computationally infeasible optimization issue.
Therefore, we used Euclidean distant measure here
for calculating the loss function for each split by
equation (5).

3. Data pre-processing

The dataset comprises 9841 Ethereum trans-
actions or rows that have been identified as fraud-
ulent or legitimate. The Ethereum Classic (ETC) has
been compiled into a Dataset, which is available on
the Kaggle website. As previously indicated, the
transactions table, which comprises 17 fields, is the
core focus of this study. These fields are used to find
abnormalities in the Ethereum network using ma-
chine learning techniques and algorithms. This
dataset was first referred to by Steven et al. [17].

3.1. Experimental setup

The machine utilized for implementing the
research has the following requirements as in Table
1.

The aforementioned setup is utilized to imple-
ment the full algorithm. The physical requirements
are minimal, as shown in the table above, and the
suggested model may be used with practically any
physical machine.

Table 1. Experimental setup.

OS Windows 10
RAM 8 GB

GPU 4 GB

IDE Python

3.2. Pre-processing

The dataset is unbalanced, which may affect the
model's accuracy. To balance the classes, the minor-
ity upscale should be resampled to match the fre-
quency with the majority of the dominant class. The
data source originally consisted of 9841 items, with
7662 having '0' as the outcome, as seen in Fig. 5.
Tainted records like transactions with zero values
cannot be comprehended as suspicious or legit
transactions, so we eliminate them, finally, there are a
total of 2179 items in the dataset (Figs. 6 and 7).

The heatmap in Fig. 7 shows that there are multiple
Ethereum transactions with missing attribute values
after computing the percentage of missing values of
columns in rows and visualizing the heatmap. Hence,
removing the features with maximum null values.
Fig. 7, describes which attributes are missing in the
transactions, which makes this data unable to be used
for further processing.

3.3. Distribution of features

Figure 8 illustrates the distribution of characteristics.

0 -1.0
469
938
1407
1876 -0.8
2345
2814
3283
3752
4221 ve
4690
5159
5628
6097 0.4
6566
7035
7504

7973 - 0.2
8442 -
8911 -
9380 -
' 0.0
FLAG

Fig. 5. Used Ethereum dataset distribution of values having ‘1’ & ‘0’.

Non Fraud
78%

— _—

Fig. 6. Percentage of fraudulent value in the used dataset.
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FLAG

Avg min between received tnx
Sent tnx

Number of Created Contracts
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r

03

'‘ERC20 Uniq sent addr.1' and min value sent to
contract: These two variables have a lot of null
values, as can be seen. As a result, both features will
be eliminated because they are no longer relevant to
the model.

3.3.1. Splitting the dataset

The dataset is split into two parts: a training
dataset that the model uses to adapt to the data and
a testing dataset that confirms and supports the
trained model's validity. The dataset split in this
research study is 4:1, or 80 percent —20 percent for
training and testing, respectively (Fig. 8).

3.4. Normalizing the training features
The dissemination of features following log

transformation is evaluated with the help of the
function, power transform.

269

T

e B S N i)
ugggubnmccg
© c T T = QO @
© > c > © g g =
2 9o & ¢ € © & 5 2 2 2
cg=2g588sTT ¢
c @ g & &£ & x = =2 g
L g 25 EZTEEETS
fugf,_cOJCoEEfU“
w""w‘-”‘”:’UOoou
c 2 - Y 590 98 8«9

T S T o~ L (&)
S 85850 & & o

S 8 & i & o w
xX o = g = I_I_ILLJ%
= IS 5 o
(=2] o
2 Q 8 S )
- o Q o
E S o L
S 2 L
= i
wv
o
o
prer)
(=}
S
wv
[ —
©
A
-+
©
S
S
=

. 7. Heatmap of missing values in the used dataset.

3.5. Management for the Imbalance data

SMOTE (Synthetic Minority Oversampling
Approach) is the ML technique for classification
balancing that involves oversampling.

Unbalanced categorization is the frequent com-
mon issue encountered while training a model.
Instead of deleting plentiful entries from the dataset,
this strategy duplicates values in the minority class.
These repeated values, however, do not provide any
new information.

BEFORE OVERSAMPLING Frauds: 1757, Non-
frauds: 6115.

AFTER OVERSAMPLING: Frauds: 6116, Non-
frauds: 6115.

4. Experimental results and discussions

With the help of the sklearn library of python,
the dataset has been bifurcated into two sets:
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Fig. 8. Boxplots distribution of features after log transformation.

testing and training sets, each with a 20%—80%
ratio. The selection of hyperparameters is crucial in
modelling. In Light GBM, there are several
hyperparameters to choose from. Only the ele-
ments that have a substantial impact on model
performance were selected for parameter tuning to
increase real-time fault detection performance.

Table-2. Hyper-parameter setting of MODIFIED LGBM.
LGBM Classifier

num_leaves 2000
min_data_in_leaf 120
max_depth 13
feature_fraction 0.5
bagging fraction 0.8

Table 2 lists all the important parameters which
have been employed for the model. The suggested
framework is evaluated in terms of metric accu-
racy, and the Fl-score and precision are used to
compare scores.

Table 3 shows the results in the form of training,
testing accuracy as well as F; score. The confusion
matrix of a different model with different classifiers
provided recall and precision.

In addition, Fig. 9 suggests that the modified
LGBM performs much better without compro-
mising other parameters and overfitting by
providing the best possible accuracy, along with
Random Forest. In contrast, among the models, lo-
gistic regression and SVC had the lowest accuracy.
The confusion matrix for the modified LGBM
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Table 3. Comparison of performance of the proposed algorithm with popular published algorithms.

Training Accuracy Testing Accuracy Precision Recall F1 Score
MLP Classifier 96.59 95.3 92.75 87.31 89.08
Logistic Regression 86.9 84.92 92.64 88.53 56.85
Random Forest 98.93 98.26 98.54 90.78 94.43
KNN 95.7 94.84 90.31 83.1 87.71
XGBoost 98.4 97.99 97.07 93.5 95.38
SvC 87.18 85.12 99.77 92.28 56.47
ADADboost 98.09 97.94 95.54 93.25 95.29
Modified LGBM Classifier 99.29 99.17 97.47 93.75 95.62

classifier after hyper-parameter tuning is demon-
strated in Fig. 10 below.

4.1. Best model evaluation

As shown in Table 3, we got the highest training
and testing accuracy after we enhanced our LGBM
Classifier. That is why, with the aid of hyper-
parameter tuning, we will further enhance our
LGBM parameters. It controls numerous features of
the model, including data overfitting and under-
fitting. As a result, we used randomized hyper-
parameter tuning for our LGBM classifier and
obtained high accuracy with optimized parameters.
Table 2 shows the optimum parameter values for
the best outcome.

Figure 9 depicted that after applying hyper-
parameter tuning, we were able to optimize the
code as a result, our accuracy increased to 99.17%.

4.2. Importance features

To comprehend the importance of each feature of
the optimal model. The graph shows that the most
important features in identifying fraudulent trans-
actions are "Difference in time among Initial and
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Fig. 9. Comparison of evaluation metrics of different methods.

final (Minutes)" and " Addresses that are unique
have been recognized " (Fig. 11).

4.3. ROC of different models using different
classifiers

In addition to the Fl-score, training attesting ac-
curacy, Recall, and Precision is used in the above
section. We continued to use Receiver Operating
Characteristic (ROC) has been used to calculate the
performance by each model, and respective results
are shown in Fig. 12. The ROC of modified LGBM is
98.27 in terms of the area under the curve, which
means the classification accuracy of modified LGBM
is 98.27%. It can be proved that modified LGBM
performs well in the classification task.

We can see in Fig. 12, modified LGBM has a
relatively higher performance than other algo-
rithms. The ROC of different models also signifies
that the modified LGBM classifier produced better
results than other popular algorithms. Therefore,
the modified LGBM with hyper-parameter setting is

1400
0 1516 0
1000
800
600
1 400
200
0 1

PREDICTED LABEL

TRUE LABEL

Fig. 10. Confusion matrix for modified LGBM classifier after hyper-
parameter tuning.
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a powerful boosting framework for the detection of
Ethereum fraud transactions.

5. Conclusions

For identifying Ethereum fraudulent transactions,
this paper proposed a modified LGBM classifier. For
the Ethereum fraudulent transactions, a significant

experiment was conducted to assess the suggested
technique's performance using several machine
learning algorithms. The accuracy of eight different
machine learning algorithms, including Random
Forest, LGBM Classifier, MLP Classifier, and Lo-
gistic Regression, was the major emphasis of the
study. There are 9841 variables and 43 attributes in
the dataset that was used to train and test the
models. After preprocessing and selecting charac-
teristics, the bulk of the algorithms worked well.
However, the data demonstrate that improved
gradient boosting approaches and RF surpassed
some of the most complex machine learning sys-
tems, with maximum accuracy of 99.17 percent and
98.26 percent, respectively.

It was also determined that using certain param-
eters derived from the LGBM model's hyper-
parameter tuning, accuracy improved to the greatest
achievable result of 99.17 percent. To detect fraud-
ulent transactions, the suggested model in-
corporates the LGBM technique. This model
produced reliable findings, but it has one flaw: for
LGBM to function effectively, the dataset must be
significantly large. Elephant Herding Optimization
(EHO), Earthworm Optimization Algorithm (EWA)
[34], Monarch Butterfly Optimization (MBO) [35],
Moth Search Algorithm (MSA), and Slime Mould
Algorithm (SMA) [36] are some of the most
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representative computational intelligence algo-
rithms that can be used to evaluate the problems.
Trends in Ethereum transactions can be noticed,
which should be studied for future research. It's also
possible to improve on this research and come up
with a machine learning model that's much more
accurate across all dataset sizes.
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