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Predicting Users’ Personality on Social Media: A Comparative Study of Different
Machine Learning Techniques

Abstract

The use of social media sites (SMSs) becomes ubiquitous worldwide as the number of users is
noticeably increasing. This has led to exploiting such sites by market, business, and educational
companies to deliver content that meets users’ personal needs. However, this requires identifying users’
personalities to respond to their individual preferences. This research aims at (1) analyzing users' posts
on SMSs to predict their personality based on the Meyers-Briggs Type Indicator (MBTI) model, (2)
comparing the performance accuracy of different preprocessing and data mining techniques, and (3)
improving the prediction accuracy of users' personality types. The used dataset includes 8668 records in
which each raw contains fifty posts. Three data mining techniques are applied namely, support vector
machine (SVM), logistic regression (LR), and lightGBM. The findings suggest that lightGBM with the
application of stemming, lemmatization, and grid search optimization as well as removing stop-words
outperformed other techniques. The prediction accuracies for the four personality dimensions namely,
Introversion-Extroversion (I-E), Intuition-Sensing (N-S), Feeling-Thinking (F-T), and Judging-Perceiving (J-
P) are 100.0%. The research outcomes are promising as the four dimensions of MBTI have been identified
effectively. Such outcomes are also compared with earlier research on personality prediction. This study
can help SMSs providers, businesses, and educational institutions adapt their online sites based on users
posts, tweets, and comments that can be used to predict their personality behavior.
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Predicting Users’ Personality on Social Media: A
Comparative Study of Different Machine
Learning Techniques

Ali S. Al-Fallooji*, Ahmed Al-Azawei

Department of Software, College of Information Technology, University of Babylon, Iraq

Abstract

The use of social media sites (SMSs) becomes ubiquitous worldwide as the number of users is noticeably increasing.
This has led to exploiting such sites by market, business, and educational companies to deliver content that meets users'
personal needs. However, this requires identifying users' personalities to respond to their individual preferences. This
research aims at (1) analyzing users' posts on SMSs to predict their personality based on the Meyers-Briggs Type In-
dicator (MBTI) model, (2) comparing the performance accuracy of different preprocessing and data mining techniques,
and (3) improving the prediction accuracy of users' personality types. The used dataset includes 8668 records in which
each raw contains fifty posts. Three data mining techniques are applied namely, support vector machine (SVM), logistic
regression (LR), and lightGBM. The findings suggest that lightGBM with the application of stemming, lemmatization,
and grid search optimization as well as removing stop-words outperformed other techniques. The prediction accuracies
for the four personality dimensions namely, Introversion-Extroversion (I-E), Intuition-Sensing (N—S), Feeling-Thinking
(F-T), and Judging-Perceiving (J-P) are 100.0%. The research outcomes are promising as the four dimensions of MBTI
have been identified effectively. Such outcomes are also compared with earlier research on personality prediction. This
study can help SMSs providers, businesses, and educational institutions adapt their online sites based on users’ posts,
tweets, and comments that can be used to predict their personality behavior.

Keywords: Social media sites (SMSs), Users' personality, Myers-Briggs type indicator (MBTI), Machine learning

1. Introduction

ocial media sites (SMSs) are used by people to

build friendships with others who have similar
interests in personal or vocational activities. SMSs
have become a part of people's life because they use
such sites to check, share, or like their friends' posts
and perspectives [1]. In the last few years, there has
been a huge surge in the amount of information that
people have, especially in the form of textual data.
People can send text messages on a lot of different
websites such as Twitter, Facebook, Instagram,
YouTube, and TikTok. Each day, the average time
spent by a person on SMSs is between two and
three hours. This comes with the increase in the
number of SMSs' users which is two billion for

YouTube, two billion for WhatsApp, 1.3 billion for
Facebook Messenger, 1.3 billion for Twitter, and 1.2
billion for WeChat [2]. People utilize social media to
express themselves on themes such as life and
family, psychology, finance, society and environ-
ment, and politics [3]. A prior study found a high
association between user personality behavior and
his/her behavior on social media [3]. Some of the
applications that can benefit from personal infor-
mation are recruitment systems, personal consul-
ting systems, and online marketing [4]. Thus,
personalizing SMSs should highly rely on users'
personality behavior.

A personality is a group of things that make a
person unique from other people such as his/her
characteristics, thoughts, feelings, and behaviors [5].
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It is a term used in psychology that talks about how
personality and psychological disorders affect job
performance and job satisfaction [6]. Behavior
modification and modulation are the main areas
that provide people with a reason to interact with
each other and have balanced relationships. How-
ever, it can be hard to figure out which psycholog-
ical types a person belongs to because they vary.
Many different models of personality have been
proposed in the literature of psychology such as the
Myers-Briggs Type Indicator (MBTI) [7], Dominance
influence steadiness conscientiousness (DISC) [8],
Strength Finder [9], and Big Five Personality Traits
(BFT) [10]. In this study, the MBTI model is used
because it is the most commonly used theory in
adaptive technology [10,11].

MBTI helps people understand how they work
and learn. Understanding peoples' personality rep-
resents a successful way to build relationships, be
more positive, and do well [12]. MBTI includes four
dimensions which are: Introversion (I) vs. Extro-
version (E), Intuition (N) vs. Sensing (S), Feeling (F)
vs. Thinking (T), and Judging (J) vs. Perceiving (P).
The four pairs combine dimensions into 16 different
types of personality, and they can be coded as a set
of sixteen different types of personality. These are
EST]J, IST], ESTP, ISTP, INFP, ISFP, INT]J, ISF], INTP,
INFJ, ENFP, ENTJ, ESF], ENF], ENTP, and ESFP.
The model has been widely used in business for
several different reasons such as employee profiling
and/or promotion [13].

In personalizing information systems research, a
lot of different ways can be used to figure out how
people think. Such methods can be categorized into
two groups namely, explicit and implicit methods.
The formal is to collect direct feedback from users
such as filling out a questionnaire. This method, on
the other hand, has a lot of issues. Respondents may
not be 100% honest with their answers [14].
Furthermore, there is a chance that some questions
are not answered. Users may also understand or
interpret questions wrongly. Finally, surveys may
cause people fatigue if they are too long [15]. To
avoid such drawbacks, a new direction called the
implicit approach was proposed in the literature to
identify users' personalities based on analyzing their
own comments, posts, and tweets. In particular,
previous research showed low to moderate accuracy
in predicting users' personalities, particularly for
Judging-Perceiving (J/P) and Sensing-Intuition (S/
N) dichotomies of MBTI [16—18]. Thus, the predic-
tion of MBTI still needs further research.

Accordingly, it is important to build an effective
model that can predict users' personalities based on
their texts or posts on SMSs. The progress made in

the domain of natural language processing (NLP)
can be exploited. NLP has made it possible for
computers to interpret words or sentences written
in human language [19,20]. Part-of-speech (noun,
verb, and adjective) and grammar structures are
used in NLP [21]. In some ways of implicit analysis,
users' profile pictures and other pictures that they
share can also be used to figure out what kind of
person they are and make information systems
more personalized [22]. This can also be achieved
based on a user's personal information in his/her
SMSs account [23]. This research, therefore, aims to
analyze users' comments on SMSs to predict users'
personalities. This can help personalize such plat-
forms according to users' needs and preferences. In
order to achieve this aim, a classification model is
built to predict personality behavior based on MBTI
and the following objectives are covered:

1. Analyzing users' posts on SMSs.

2. Building a classification model to predict per-
sonality behavior.

3. Comparing the prediction ability of different
machine learning methods.

4. Enhancing the prediction accuracy of the
implemented classifiers.

In this research, the overall outcomes outperform
all earlier literature to be the key contribution of this
work. Other research contributions are: (1) extend-
ing earlier literature on personalizing information
systems implicitly, (2) enhancing the accuracy of the
classification model by following a rigorous pre-
processing procedure and by applying the grid
search optimizer, (3) comparing the execution time
of different classifiers in which this was neglected in
previous research, and finally (4) comparing the
research findings of different machine learning
techniques.

The rest of the paper is organized as follows. The
relevant literature is reviewed in Section 2. Section 3
presents the theoretical foundation and the key
concepts of the proposed model. Section 4 shows
the research findings. Section 5 discusses the
research outcomes alongside the previous research.
Section 6 shows the theoretical implications. The
practical implications are explained in Section 7.
Section 8 concludes the key outcomes of this
research, its limitations, and the possible future
research directions.

2. Literature review

Previous studies attempt to predict users' per-
sonalities following several different approaches
and techniques. After a comprehensive review that
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has been conducted in this research, it was found
that three key directions that have been adopted in
related literature. The most dominant direction is
based on using machine learning techniques which
represents the main focus of this present research.
Other studies implemented deep learning tech-
niques to identify users' individual personalities on
SMSs. Another piece of literature considers multiple
accounts of a user on different social media plat-
forms to predict his/her personality.

2.1. Machine learning

Previous literature exploits the advantages of NLP
to predict users' personalities on SMSs. In [17], the
MBTI model was used to analyze the performance of
different classifiers in which users' personalities were
predicted based on their online text. Two supervised
algorithms were applied which are Bidirectional
Encoder Representations from Transformers (BERT)
and Naive Bayes (NB). The best accuracy achieved
was 61% based on the NB algorithm. In another study
[24], MBTI dimensions were predicted on social
media. The employed methods were support vector
machine (SVM), NB, random forest (RF), and logistic
regression (LR). The best accuracy was 65.4%.
Another research study suggested a new MBTI
dataset based on the Reddit social media network for
personality prediction [18]. The XGBoost technique
was employed in which the highest accuracy ob-
tained was 76.1%. In [16], the prediction of the
Judging-Perceiving (J/P) dichotomy was low. This
was because it is difficult to anticipate the J/P di-
chotomy as it involves looking at people's actions and
behaviors. The J/P binary is not related to the number
of posts or comments. There was also difficulty in
predicting Sensing-Intuition (S/N) dichotomy
because the Intuitive type dominated in the dataset
and this, in turn, led to an unbalanced dataset [17].

This paper, therefore, aimed to solve some of the
above-mentioned problems in previous literature
since the achieved accuracy was ranging between
60% and 85%. Table 1 summarizes earlier research.
It encompasses the dataset used in previous litera-
ture to predict users' personality on SMSs, the key
methods used in the data preprocessing, the clas-
sification techniques, and the highest accuracy
achieved for each dimension.

2.2. Deep neural networks

In terms of using more advanced prediction
techniques, deep learning has been widely applied
to enhance the performance accuracy of predicting
users' personalities. Earlier literature that

Table 1. A summary of the related work.

Reference Dataset Method Feature
Extraction
[25] Kaggle MBTI ~ Naive TF-IDF + LIWC
Bayes & SVM
Lemmatization Stemming Stop-words
v v X
Accuracy
1IE FT SN JP
77.0 86.2 77.9 62.3
[26] Twitter Logistic LIWC
Regression
Lemmatization Stemming Stop-words
v v X
Accuracy
IE FT SN JP
84.9 88.4 87.0 78.8
[17] Kaggle MBTI Naive Bayes TF-IDF + N-gram
Lemmatization Stemming Stop-words
v X X
Accuracy
IE FT SN JP
59.0 57.0 63.0 62.0
[18] Kaggle MBTI ~ XGBoost TF-IDF
Lemmatization Stemming Stop-words
X X X
v v v
Accuracy
IE FT SN JP
78.1 86.0 71.7 65.7
79.0 85.9 74.1 65.4

implemented deep learning achieved an overall
accuracy between 59% and 88% [27,28]. On the other
hand, the application of machine learning algo-
rithms outperformed the performance accuracy of
deep learning [16,18,26]. This could be attributed to
two possible reasons. The first is that deep learning
techniques need huge data to learn adequately [29].
The other reason is the catastrophic forgetting of the
artificial neural networks when they unexpectedly
forget the previously learned information while
learning new information [30].

2.3. Predicting users' personalities with multiple
accounts

Regarding the problem of predicting users' per-
sonalities with multiple accounts on different social
networking sites, previous studies found that the
prediction accuracy varies from account to account
[31—33]. This is because some platforms allow users
to upload photos, add friends and post comments,
whereas others have restrictions on users' activities
such as allowing them to post a blog with a limited
number of words/characters or a small number of
photos [32,33]. However, personality analysis and
prediction on social media are not only limited to
users' posts and/or comments [34]. Personality can
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also be analyzed through profile pictures, shared
items, and the pages the users follow [35]. Thus,
integrating users' accounts on different social media
sites may provide a better understanding of their
personalities and behavior.

3. Theoretical background and the proposed
model

3.1. Overview of the MBTI personality model

Figure 1 represents the four dimensions of MBTIL. It
is a model used to determine a person's personality

type in how people perceive the world, make de-
cisions, preferences, and strengths [36]. It is the most
commonly used theory for personality categoriza-
tion. The model attempts to determine four cate-
gories namely:

- Introversion (I) vs. Extroversion (E).
- Intuition (N) vs. Sensing (S).

- Feeling (F) vs. Thinking (T).

- Judging (J) vs. Perceiving (P).

Extraversion

E

Focusing outwardly on
others. Gaining energy
from others.

Introversion

I

Focusing inwardly.
Gaining energy from
ideas and concepts.

Sensing

S

Focusing on the five sens-
es and experience.

Intuition

N

Focusing on possibilities,
future use, big picture.

Thinking

T

Focusing on objective
facts and causes and ef-
fect.

Feeling

F

Focusing on subjective
meaning and values.

Judgment

J

Focusing on timely,
planned conclusions and
decisions.

Perception

P

Focusing on adaptive
process of decision-
making.

Fig. 1. The four categories of Myers—Briggs Type Indicator.
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o E vs. I: Extraversion people are energized by
reacting with others, taking part in activities, and
are noted for responding swiftly. They are also
excited about ideas, thinking, and working
alone. Extraversion people usually think about
what they are going to do before they do it [37].

e N vs. S: Intuition people concentrate on patterns,
and future possibilities, and take pleasure in
abstract thought. The main focus of Sensing
people, on the other hand, is on facts and their
own real-world experiences [36].

o F vs. T: Feeling people are careful about taking
into account persons, feelings, and different
points of view. On the other side, Thinking
people are logical, highly analytical, and capable
of evaluating the facts [36].

o P vs. J: Perceiving people are nimble and quick
to adjust to changes in their surroundings.
Judging people make goals and lists, stick to a
schedule, and keep track of all needs to do [38].

To determine types of personality, each person

can be classified in terms of one of the sixteen
possible four-letter symbols (e.g., ESFJ, ENFP, INTP,
and ISFJ]). As shown in Fig. 2, each type is used to
establish a unique set of behaviors for each indi-
vidual. Different mindsets, orientations, and deci-
sion-making are reflected.

3.2. The proposed methodology

A dataset from the personality cafe forum is uti-
lized to forecast individuals' personalities based on
their posts and comments. The dataset is pre-
processed before ap-plying feature extraction and
selection algorithms. The extracted characteristics
are trained using data mining until the best accu-
racy is achieved. The major phases of the proposed
system are depicted in Fig. 3.

3.2.1. The research dataset

This study uses the personality cafe forum dataset
released in 2017. This dataset can be found on
Kaggle at https://www.kaggle.com/datasnaek/mbti-
type. In the dataset, there are 8668 rows of data.
Each row has a person's posts in which they include
a mean of 1220 words [16]. The dataset had only two
columns. The first is the MBTI users' type, whereas
the second is what people said on the personality
cafe forum. The reasons why this dataset was cho-
sen are that (1) it is a public dataset with a large size,
and (2) it is not based on microblogging. The per-
sonality cafe forum is a platform for people to
converse and discuss their personalities. This
research uses Algorithm 1 to convert the class

column in the original dataset into four dimensions
in which each dimension contains either 0 or 1.

Algorithm 1.

Algorithm 1
Defining the algorithm
- Converting the sixteen types of personality into four dimen-
sions, each dimension is either 0 or 1.
Input
- The sixteen types of personalities for the MBTI model as
found in the dataset.
Output
- The four dimensions of the MBTI in which each dimension
is either 0 or 1.
Variables' definition
-Type: It is the name of the column in the dataset that con-
tains the sixteen types of personality.
-I, N, F, and J are equal to zero, whereas E, S, T, and P are
equal to one.
-row: This is a parameter inside the function.
- i: It is an index to reach all rows in the dataset.
A function that contains one parameter:( row)
Step 1:  Converting the first dimension (Introversion (I), Extra-
version (E)) into either 0 or 1 (binary classification).
Type = row['type']
if Type[i,0]=T
else if Type[i,0]='E'
else:
print (', E not found')
Step 2: Converting the second dimension (Intuition (N), Sensing
(S)) into either 0 or 1 (binary classification).
if Type[i,1]='N' 2>'N'=0.
Else if Type[i,1]='S' >N'=1.
else:
print ('N, S not found')
Step 3: Converting the third dimension (Feeling (F), Thinking
(T)) into either 0 or 1 (binary classification).
if Type[i,2]='F' 2>'F'=0.
Else if Type[i,2]='T' 2>'F =1
else:
print ('T, F not found')
Step 4:  Converting the fourth dimension (Judging (J), Perceiving
(P)) into either 0 or 1 (binary classification).
if Type[i,3]=7T" 2>'7=0.
Else if Type[i,3]='P"' >J=1
else:
print ('J, P not found')
return ({'IE’: I, 'NS”: N, 'FT": F, 'JP": J})

>T=0.
ST=1

3.2.2. Preprocessing

Different methods of text preprocessing are used
in this research. Lowercasing is one of the simplest
and most effective types of text preparation. It can
be applied to most text mining and NLP problems
and can aid in circumstances where the dataset is
not particularly large [16]. Such techniques can
improve the prediction accuracy of a classifier.
Another preprocessing approach is stemming which
refers to the process of reducing inflection in words.
Stemming is a primitive heuristic procedure that
chops off the ends of words in the hope of appro-
priately changing them into their base form [39].

Moreover, lemmatization is quite similar to
stemming in its overall purpose. It eliminates in-
flections and maps a word to its root form. It returns
the changed words to their root. Another pre-
processing step is the stop-words elimination. Stop-
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INTJ  INTP ISFJ  ENTP
INFJ ESFP ESTJ ENFP
ISTJ INFP ISFP ESFJ
ISTP ENFJ ESTP ENTJ

Fig. 2. The sixteen possible personality types of MBTL

words refer to a collection of widely used words in a
language. Examples of stop-words in English are
“a", “the”, “is”, “are”, etc. The idea behind employ-
ing stop-words is to eliminate low-information
terms from the text [40]. Finally, the pretreatment
process includes: (1) Removing Punctuations, (2)
Removing links, (3) Removing very short words, (4)
Removing MBTI personality words, and (5)
Removing tags from comments and posts.

Based on different preprocessing steps followed in
this research, the dataset was split into eight types
based on some particular preprocessing steps. For
example, one type includes stop-words, whereas the
other does not contain them. In another form,
stemmers were used to convert all words into their

A.S. Al-Fallooji, A. Al-Azawei / Karbala International Journal of Modern Science 8 (2022) 617—630

stem, while the input of classifiers was without
stemming in another step. Moreover, lemmatization
was used to remove the additions from the words,
while in another form, words were kept without
lemmatization. Another form applies stop-words,
stemming, and lemmatization, whereas the original
dataset was also used with stop-words and without
stemming and lemmatization. In this research, the
preprocessing steps are structured as follows:

1. Removing tags, links, punctuations, and stop-
words.

2. Splitting the words in the dataset.

3. Applying stemming and lemmatization.

4. Removing words that consist of two letters or
less.

5. Removing MBTI personality words.

3.2.3. Feature extraction

This research uses feature extraction in NLTK
which is the construction of vocabulary. It also cal-
culates the weights of the features using the term
frequency-inverse document frequency (TF-IDF)
[40]. TF-IDF is a metric for determining how sig-
nificant a term is in a text. There are three major

Dataset
|
Extracti Labelli Remove stop words - .
. xtracting abelling i eane
Pre-Processing :> Tweets Text [ Tweets Text | et Tokenizaion Ly gata  fm
Remove punctuation
Feature Computing Weight to Selecting the Important
Creating Vocabulari
Extraction :> reatilig YOCabWaries  rp the Features = Features
¥
Logistic
regression MBTI Performance
1-Extraversion- Introversion metric
L ET)
Classification Support
, Grid i iti Accuracy
& vector 2-Sensing-Intuition (S/N) J
. > classifier | F» search [# Predict [* i &
Evaluation imi inki i Confusion
optimizer 3-Thinking-Feeling(T/F)
matrix
LightGBM 4-Judging-Perceiving (J/P)

Fig. 3. The proposed methodology.
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implementations for TF-IDF. These are in machine
learning, information retrieval, and keyword
extraction/text summarization. Machine learning
Algorithms often utilize numeral data, to handle
textual data or any natural language processing
(NLP) errand which is a sub-field of machine
learning/artificial intelligence [17]. Thus, data needs
to be switched to a vector of numeral data by an
operation known as vectorization. TF-IDF vectori-
zation calculates the TF-IDF weight for every word
in the dataset and then puts that information into a
vector. Hence, each post or comment in the dataset
has its own vector, and the vector would have a TF-
IDF score for every singular word in the dataset.
After obtaining these vectors, they can be used for
many different aspects such as seeing if two words
are similar by comparing their TF-IDF vectors. In
text summarization and keyword extraction, TF-IDF
is also used [40]. Because TF-IDF weights words
based on how important they are, this method can
be used to figure out which words are the most
important and this, in turn, can help determine
keywords for a dataset.

3.2.4. Classification

After identifying important features and filtering
data, this study uses data mining to predict MBTI
personality traits. Three classifiers are implemented,
and their findings are compared to highlight the
best accuracy that can be achieved in MBTI four
dimensions prediction.

The implemented techniques were selected
because of their popularity in earlier research and to
compare the findings of this study with the previous
literature [16,39,41]. The three classifiers used are
logistic regression (LR) [42], support vector machine
(SVM) [43], and lightGBM [16].

3.2.4.1. Logistic regression (LR). LR is a statistical
model that belongs to linear regression. It allows
describing a binomial variable in terms of a collec-
tion of random variables, whether categorical or
numerical. With additional knowledge about vari-
able values that can be explained or related to that
event, it is used to predict the probabilities. Several
predicted variables, which might be categorical or
numerical, are used in LR. The Logit model or the
generic classifier of Entropy is another name for LR.
This modeling technique is commonly employed in
various scientific and commercial applications, and
it is one of the most commonly used modeling
techniques in the field of machine learning [42]. LR
can be calculated based on Eq. (1) [44]. Figure 4

Fig. 4. The separation of data by decision boundary using LR.

depicts the separation of data by the decision
boundary using the logistic regression classifier.

eu+bx

= 1+ ea+hx

P (1)
where:
p: the predicted value;
e: the base of the natural logarithm (about 2.72);
x: the input value;
a: the bias or intercept term;
b: the coefficient for input (x);

3.2.4.2. Support vector machine (SVM). SVM is a su-
pervised machine learning that can be used to solve
issues such as regression and classification. SVM is
a good classification approach that can tackle linear
and non-linear problems. It is also a practical
learning method based on statistical learning the-
ory, so statistical learning theory is the basis of SVM
[43]. It can be calculated based on Eq. (2) [45].
Figure 5 shows the separation of data by functional
margin based on the support vector classifier.

W= i £ YiX (2)

i=1

where:

N: the number of support vectors;

Xi: the input vector of data points closest to the
hyperplane;

Ki: a Lagrange multiplier of Xi;

Yi: class label;

3.2.4.3. LightGBM. LightGBM is a powerful machine
learning technique. It is a gradient boosting frame-
work that is based on a decision tree (DT) which can
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Fig. 5. The separation of data by functional margin using SVM.

provide quick training and high efficiency [46].
LightGBM includes several parameters, termed
hyperparameters. The hyperparameters have a sig-
nificant impact on the performance of the light GBM
algorithm. They are typically set manually. The
lightGBM algorithm also helps obtain low memory
utilization, large-scale data handling, and high ac-
curacy. It grows vertically, whereas the other algo-
rithms grow horizontally. Although the leaf-wise
approach is superior in the level base in terms of
minimizing loss and improving accuracy, it is com-
plex and may result in overfitting [16]. Therefore,
this technique has many advantages such as quick
training, minimal memory usage, high model pre-
cision, supporting parallel learning, and being
adequate for big data [16].

3.2.4.4. Grid search optimizer. The grid search opti-
mizer method is widely used for determining the
appropriate hyperparameters of a classification
model. It can possibly reach the ideal solution if
there are enough grid nodes [47]. This research in-
tegrates the grid search-based optimization into the
three algorithms used to select the optimal hyper-
parameters. By using cross-validation, the dataset is
randomly split into test and training sets in the grid
search optimizer method [47]. Finding the best
hyperparameters can significantly affect prediction
accuracy.

3.2.5. Evaluation

Performance measures are calculated to compare
the prediction accuracy. Evaluation is the stage of
determining if the model is performing well, ac-
cording to every possible evaluation method, as the
accuracy metric is the most commonly used metric
for model evaluation in classification [39].

A confusion matrix is a table that can be created
for a classifier on a binary dataset and it is used to
describe the classifier's performance. The confusion
matrix includes four measures which are false
negatives (FN), false positives (FP), true negatives
(TN), and true positives (TP) (see Fig. 6). In this
matrix:

(FN) — The actual is no and the prediction is no.
(FP) — The actual is no and the prediction is yes.
(TN) — The actual is yes and the prediction is no.
(TP) — The actual and the prediction are yes.

4. Results

The accuracy of the prediction performance of the
three classifiers was evaluated. The accuracy mea-
sure is more sensitive to the distribution of the
target variable, as well as the performance of the
classifier on an unbalanced dataset. After the pre-
processing steps, feature extraction, classification,
and performance evaluation stages for all three
classifiers were performed. The accuracy obtained
for each dimension is summarized in Table 2.
Figure 7 shows the prediction accuracy of the MBTI
four dimensions based on the three classifiers
namely, LR, SVM, and lightGBM. It indicates that
the lightGBM classifier performs significantly better
than the other classifiers in terms of accuracy.
Figure 8 and Fig. 9 illustrate the confusion matrix of
lightGBM without and with the implementation of
the Grid search optimizer, respectively. The use of
the optimizer helps improve the prediction accu-
racy. However, lightGBM takes a longer time to be
executed than other techniques (see Table 3).

The preprocessing stage was used to clean data. It
helps remove unimportant words and symbols, re-
turn a word to its root form, obtain word stems,
remove the sixteen types of personality, omit words
that include two letters or less, and delete tags from
comments and posts.

The grid search optimizer was also applied which
helped select the best hyperparameters to improve
the prediction accuracy. The cross-validation also
led to balancing the dataset. Such operations

Predicted class

2 Positive Negative
]

o)

E Positive

9

< Negative

Fig. 6. The confusion matrix.
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Table 2. The accuracy after different preprocessing techniques and integrating the Grid search optimizer.

Kaggle dataset from Personality Cafe Accuracy

Forum in 2017 Logistic Regression

Support Vector classifier LightGBM

IE NS FT JP

IE NS FT JP IE NS FT JP

WO stop-words, W stemming, 85.01 89.28 85.88
W lemmatizing.

Average of the four dimensions 85.11

W stop-words, W stemming, 85.19 90.03 85.82
W lemmatizing.

Average of the four dimensions 85.41

W stop-words, WO stemming, 8559 89.39 84.55
WO lemmatizing.

Average of the four dimensions 84.75

W stop-words, WO stemming, 8524 89.22 85.24
W lemmatizing.

Average of the four dimensions 84.94

W stop-words, W stemming, 85.13 89.97 85.,53
WO lemmatizing.

Average of the four dimensions 85.28

WO stop-words, WO stemming, 83.75 87.32 83.69
WO lemmatizing.

Average of the four dimensions 83.46

WO stop-words, W stemming, 85.07 89.34 85.71
WO lemmatizing.

Average of the four dimensions 85.08

WO stop-words, WO stemming, 84.78 88.88 84.61
W lemmatizing.

Average of the four dimensions 84.53

W stop-words, W stemming, 87.89 91.35 88.29
W lemmatizing, W Grid Search
Optimizer (Fit + Score).

Average of the four dimensions 88.42

80.29

80.63

79.48

80.06

80.52

79.08

80.23

79.88

86.16

86.46 9049 8548 80.58 86.97 91.82 84.09 8259
85.75 86.36
86.05 90.72 85,53 80.98 86.92 91.87 8455 8294
85.82 86.57
8611 89.91 8398 79.88 86.05 91.18 83.98 80.81
84.97 85.50
85.88 90.20 84,50 80.00 86.40 91.01 84.67 81.79
85.14 85.96
8599 90.72 8548 81.04 86.74 91.70 8450 82.77
85.80 86.42
8559 88.65 83.80 79.83 8559 91.07 83.63 81.44
84.46 85.43
86.40 9049 85.19 80.46 8640 9124 84.67 8248
85.63 86.19
8553 89.68 8415 79.83 8524 90.55 83.69 80.81
84.79 85.07
9452 9625 9481 94.69 100.0 100.0 100.0 100.0
95.06 100.0

Note: W=With, WO=Without.

contributed to a significant improvement in fore-
casting accuracy. Table 2 displays all findings of the
algorithms with and without different steps of the
preprocessing phase, whereas Table 3 shows the
execution time in seconds of all classifiers.

5. Discussion

This research aimed at predicting users' person-
ality types on SMSs by comparing the performance
accuracy of three well-known classifiers. It also
attempted to improve the prediction accuracy by
generating many datasets from the original data
using different preprocessing steps. Finally, the
research integrated the grid search optimizer with
the three classifiers to further enhance the predic-
tion accuracy.

Table 4 compares the performance accuracy of
this research with earlier literature. Although pre-
vious studies implemented many classifiers, Table 4
includes the findings of a classifier with the highest
performance accuracy. It is clear that Naive Bayes,
Gradient Boosting, and SVM achieved the highest
accuracy in earlier research. However, the overall
findings of this study outperformed the findings of

such literature on the same dataset as shown in
Table 2. The overall accuracy obtained in this
research was 100% based on lightGBM. The ratio-
nale behind this may be the implementation of
different preprocessing steps before building the
classification model. Moreover, the use of the grid
search optimizer improved the overall accuracy
from about 86% to 100%.

The findings suggest that lightGBM with the
implementation of stemming, lemmatization, and
removing stop-words as well as integrating the grid
search optimizer can produce the best accuracy.
Many reasons can be drawn behind such results.
First, stemming helps reduce the derived words to
their word stem [39], so it decreases the number of
words in the corpus and correlates with the word

with similar meanings. Second, another approach
used which is similar to stemming is lemmatization,
but it compares the words with a language dictio-
nary [39], so this helps the classifiers better predict
the labels. Third, the implementation of stop-words
removal leads to eliminating low-information terms
from the text [40] and this, in turn, reduced the size
of the dataset. Finally, the integration of the grid
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a. The accuracy of the classifiers with: stop-words, stemming, lemmatization, and without grid search optimizer
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Logistic regression Support vector classifier Light GBM

b.  The accuracy of the classifiers with: stop-words, stemming, lemmatization, and grid search optimizer

94.81 %

Fig. 7. The accuracy of the classifiers with: stop-words, stemming, lemmatization, and with and without the grid search optimizer.

search optimization identified the best hyper-
parameters [47]. Moreover, the K-fold cross-valida-
tion was used with the grid search optimizer which
splits the data into k parts and ensures that each
part is used as a test set to obtain rid of imbalanced
data and reduce overfitting.

Following such rigorous procedures in this research
resulted in high prediction accuracy. The overall
model performance is 100% for the four dimensions,
whereas the classifier achieved 86.92%, 91.87%,
84.55%, and 82.94% for (IE), (NS), (FT), and (JP)
respectively without the grid search optimization.
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Fig. 8. The confusion matrix with: stop-words, stemming, lemmatization, and without grid search optimizer for the lightGBM algorithm.

Although previous literature [18,25,26] used the
same feature extraction methods, they followed
different preprocessing steps and data split methods.
In another research [16], the lightGBM also showed
higher accuracy performance than other techniques,
but the grid search optimizer was not used, resulting
in lower prediction accuracy than in this study.

Pertaining to the execution time, it was found in
our study that lightGBM needs a longer time in
comparison with the other classifiers. On the other
hand, logistic regression took less execution time
than other classifiers, but it showed lower prediction
accuracy. Without integrating the grid search opti-
mizer, SVM required a longer execution time, but its
accuracy was less than the lightGBM algorithm.
After integrating the optimization technique,
lightGBM took a longer time than other classifiers.
This is because its key concept depends on the
procedure of the decision tree as well as selecting a

large number of parameters can increase the pos-
sibilities of choosing the best parameters and this, in
turn, leads to maximizing the execution time.

6. Theoretical implications

The theoretical implications of this research are
twofold. First, it follows a rigorous preprocessing
technique that helps significantly improve the pre-
diction accuracy of the proposed model. Accord-
ingly, the overall findings of this research
outperform related literature. Second, to investigate
the effect of optimization on techniques on the
prediction accuracy, the study applied the Grid
Search optimizer which shows a significant
enhancement in the performance accuracy of the
four dimensions. Then, the overall results were
compared with earlier research based on imple-
menting and not implementing the optimizer.
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Table 3. The execution time of all cases.

Kaggle dataset from Personality Cafe

Forum in 2017

Logistic Regression

Execution time

Support Vector classifier

Execution time

LightGBM

Execution time

WO stop-words, W stemming,
W lemmatizing.

W stop-words, W stemming,
W lemmatizing.

W stop-words, WO stemming,
WO lemmatizing.

W stop-words, WO stemming,
W lemmatizing.

W stop-words, W stemming,
WO lemmatizing.

WO stop-words, WO stemming,
WO lemmatizing.

WO stop-words, W stemming,
WO lemmatizing.

WO stop-words, WO stemming,
W lemmatizing.

W stop-words,
W stemming,
W lemmatizing,

2.5210 Seconds

2.4963 Seconds

2.5544 Seconds

2.3739 Seconds

2.4486 Seconds

3.6067 Seconds

2.38371 Seconds

2.5342 Seconds

59.26813 Seconds

W Grid Search Optimizer (Fit + Score)

140.3919 Seconds

146.0681 Seconds

153.4194 Seconds

150.5366 Seconds

147.0819 Seconds

139.1776 Seconds

140.1468 Seconds

148.5092 Seconds

2374.91606 Seconds

31.0166 Seconds

30.35016 Seconds

30.5234 Seconds

29.7117 Seconds

30.06909 Seconds

36.4450 Seconds

31.3728 Seconds

31.3742 Seconds

19939.0398 Seconds

Note: W=With, WO=Without, S= Seconds.
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Table 4. A comparison between the findings of previous research and
this study.

Reference Method Results
IE FT SN ]JP
[25] Naive Bayes 77.0 862 779 623
[26] Logistic 849 884 870 788
Regression
[17] Naive Bayes 59.0 57.0 63.0 62.0
[18] XGBoost 781 86.0 71.78 65.7
This study without LightGBM  86.92 91.87 84.55 82.94
grid search optimizer
This study with grid LightGBM  100.0 100.0 100.0 100.0

search optimizer

7. Practical implications

This research attempted to improve the accuracy
of predicting personality on social media. Identi-
fying people's behavior and personalities has many
positive implications on SMSs. First, it can be
applied in many sectors that provide different ser-
vices for individuals such as marketing or educa-
tional services. Second, information systems or
SMSs can be personalized based on user's behavior.
For example, educational hypermedia systems can
be adapted based on student's individual needs and
this, in turn, can develop their individual motivation
and reliability. Third, the research outcomes could
also assist organizations in recruiting and selecting
the appropriate personality methods that can
improve their business by taking into account the
personality and preferences of their customers.
Finally, identifying users' personalities can lead to
choosing the most suitable areas of work that most
fit their personalities.

8. Conclusions

This study aimed at implementing machine
learning methods to automate personality type
prediction based on one of the most used person-
ality models which is MBTI. Natural language pro-
cessing was used to achieve this aim. The accuracy,
time, and performance of the three algorithms were
evaluated.

In order to achieve better accuracy and reliability,
the research presented a methodology that greatly
improved the accuracy of predicting the four per-
sonality dimensions of the MBTI model. The accu-
racy obtained was 100.0% based on the lightGBM
Algorithm for the four dimensions. This can actively
assist NLP practitioners and psychologists in the
identification of personality types and associated
cognitive processes on SMSs.

The results of this research proved that person-
ality analysis through text on SMSs is an important
factor in predicting the users' personalities. Based

on these results, a recommendation system can be
built to predict users' personalities on SMSs through
their profiles, images, and likes. Regardless of such
important outcomes, this research is not without
limitations. First, the research was based on one
dataset, so it is necessary to apply the proposed
model to other SMSs. This can confirm the validity
of the existing results. Second, the proposed model
was implemented with traditional machine learning
techniques, whereas implementing other methods
such as deep learning, Monarch Butterfly Optimi-
zation (MBO) [48], Earthworm Optimization Algo-
rithm (EWA) [49], Elephant Herding Optimization
(EHO) [50], and Moth Search (MS) Algorithm [51]
may help provide further research directions.
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