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RESEARCH PAPER

Analyzing COVID-19 Vaccine Adverse Reactions
Using Machine Learning Techniques

Mohammed B. Albayati a,*, Ahmad M. Altamimi b

a Department of Computer Science, College of Computer Sciences and Mathematics, Tikrit University, Tikrit, Iraq
b Department of Software Engineering, Princess Sumaya University for Technology, Amman, Jordan

Abstract

COVID-19 vaccination helps protect people from getting the virus. Some people show up normal signs from the
vaccine, which indicates that their body is building protection. However, adverse effects on people could cause long-
term health problems. Severe allergic reactions, Myocarditis, and Pericarditis appeared in the vaccinated people that
have been reported to the (FDA/CDC) Vaccine Adverse Event Reporting System (VAERS). In fact, other possible effects
are still being studied in clinical trials. In the present work, the adverse reactions caused by Covid-19 vaccines of Pfizer/
BioNTech, Moderna, and JJ Johnson& Johnson manufacturers are studied. Specifically, the supervised machine learning
approach is utilized to discriminate body reactions against the vaccine and provide a decision-making model for the
vaccine recipients. The model study and analyze the recipients’ reactions whether they showed mild, moderate, or severe
acute syndromes to reduce the fatality rates. To validate our model, a dataset of more than 52k records with 18 infor-
mative attributes provided by VAERS has been utilized, and three supervised learning algorithms have been imple-
mented in Python which are Decision Tree, Support Vector Machine, and Naïve Bayes to conduct two experiments. A
simple splitting percentage method was performed in the first one, while a k-Folds Cross-validation technique was used
in the second experiment with k ¼ 5. The model showed a promising result with stable performance in both experi-
ments, the Decision Tree outperformed other algorithms with a predictive rate of 0.91999 in the first experiment, and
0.91369 in the second one.

Keywords: Covid-19, Vaccine, Adverse reactions, Machine learning (ML), Pfizer/BioNTech, Moderna, Johnson & Johnson

1. Introduction

I n December 2020, Food and Drug Administration
(FDA) issued Emergency Use Authorizations

(EUAs) for the Pfizer/BioNTech and Moderna
vaccines for the prevention of COVID-19. In
February 2021, Johnson & Johnson's Janssen
COVID-19 vaccine became the third vaccine avail-
able under EUA [1]. Within a year of the first
vaccines being authorized, over 101 million in-
dividuals in the United States (US) had been fully
vaccinated against COVID-19 [2]. Between March
2020, and January 2021, COVID-19 vaccinations in
the US, included approximately 378,039 deaths, and
1.38 million hospitalized cases [3].

Producing a vaccine in a such short time is un-
precedented, and the success of these vaccines went
beyond expectations, yet several challenges arise.
For instance, the nature of the human body's
reactions to these vaccines that diverse from one
individual to another. Medical history, chronic
disease, and age are other factors affecting the
condition of vaccine recipients [4] [5].
Despite the large number of people who have

received these vaccines safely, some signs (e.g.,
Pain, Redness, Fever, Headache, and others) have
occurred, which is a normal indicator that their
body is building protection. However, adverse
reactions have been observed that could cause long-
term health problems. These reactions generally
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happen within six weeks of receiving a vaccine dose
and could cause a severe allergic reaction.
Myocarditis (inflammation of the heart muscle),

Pericarditis (inflammation of the lining outside the
heart) are some of these side effects. Reporting rates
for death events increased with increasing age, and
males generally had higher reporting rates than
females. According to the Vaccine Adverse Event
Reporting System (VAERS), reactions reported after
getting a booster shot are similar to those after the
two-dose or single-dose primary shots. Fever, fa-
tigue, and pain at the injection site were the most
commonly reported side effects, and overall, most
side effects were mild to moderate. However,
serious side effects are rare but occur.
Technology played a vital role in the healthcare

systems and proved its efficiency on many occasions
over the years [6] [7].Among many employed tech-
nologies, (ML and its application were the most
implemented technology. Experts exploited this
field (ML) in various areas of healthcare, including
chronic diseases like diabetes [8], liver disorder [9],
breast cancer [10] [11], and COVID-19 [12].
In this work, we exploited the supervised ML

techniques against the most popular vaccines
(Pfizer/BioNTech, Moderna, and Jensen Johnson &
Johnson) to design a prediction model for predicting
possible adverse reactions after getting the vaccine.
To this end, three supervised algorithms (e.g., De-
cision Tree DT, Support Vector Machine SVM, and
Naïve Bayes algorithms NB) are implemented in
Python with the VAERS dataset [13]. VAERS is an
epidemiological database maintained jointly by the
CDC and FDA since 1990. The dataset has 18
informative attributes with 52,214 cases, considered
from (Jan. 2021eNov. 2021). The dataset was tar-
geted with a “DIED” class label (9657 positive, and
42,457 negatives).
Preparing VAERS data for this work, we statisti-

cally analyze the dataset to discover useful infor-
mation for supporting the decision-making process.
The analysis found that the dataset was massive,
narrative, noisy, and contain redundant informa-
tion. Thus, a series of heavy preprocessing steps are
performed to prepare the clean data for ML
optimization.
To validate our model, two experiments were

conducted, in the first experiment, a simple (30e70)
train-test splitting method is performed, where 70%
(36,479 records) of the data was selected as training,
and the rest 30% (15,635 records) was used as a
testing set. It is worth mentioning that this ratio of
splitting is recommended as an ideal proportion
[14]. The k-Folds Cross-validation technique was
performed with k ¼ 5 in the second experiment

splitting the data into 20e80 ratios for each round.
We considered k ¼ 5 because experimentally we
found that it is sufficient with large samples and
assure fair and unbiased class distribution in the
dataset [15]. Moreover, a large k value leads to less
variance across the training set and limits the model
performance across the experiment rounds [16].
Results showed that DT outperformed other

algorithms in both experiments with an accuracy of
0.91999 and 0.91369. (See section 5 for more details).
We believe the research presented in this paper is

a promising approach, in which ML tools have been
successful incorporation to predict the severity of
post-vaccination side effects to make a better
prediction and move towards better healthcare
services. Moreover, The current study adds to a
literature that has yielded mixed results with respect
to the adverse reactions of the COVID-19 vaccine,
and numerous contributions through this work are
considered strengths that justify its importance and
appropriateness in terms of linking it with the pre-
vious researches which conceptualize the total of the
work's substantive values including:

� A massive sample size was used (z50,000)
records.

� The death cases considered in the analyzing
process of this model; approximately 10.000 in-
stances, representing the severe signs and
associated information with the vaccine that
escalated to death.

� A promising ML model that has been dedicat-
edly developed for this purpose with high
predicting rates.

� The diverse data types utilized in our model with
categorical, nominal, and numerical, as well as a
diverse category of each attribute (up to 40
categories).

The remains of this paper are organized as fol-
lows: Section 2 reviews the literature for related
works along with background materials. Section 3
discusses the research methodology. The model's
framework including the dataset and model's
implementation is demonstrated in section 4. In
section 5 the obtained results are discussed. Finally,
the conclusion of this work is presented in section 6.

2. Background materials and related works

Machine Learning is a branch of artificial intelli-
gence (AI) that exploits computational algorithms
and enables computersymachines to simulate
cognitive behavior to find a trend or patterns
(Unsupervised), or to learn from experience to make
a decision or give a prediction (Supervised).
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Nowadays, ML penetrates plenty of industries,
building up real-life intelligent applications, like
GPS systems, search engines, health care services,
and many others [17] [18]. ML has been adopted in
different approaches in healthcare. In this work
three supervised algorithms are employed, which
are:

� The decision Tree (DT) algorithm: is a super-
vised technique that generates classification
rules by breaking down the dataset into smaller
and smaller subsets, forming a tree until the
decision node (class label) is met. Each node in
the tree represents an attribute of the training
set, the leaves hold the class label while the root
represents the attribute with the highest infor-
mation gain. DT is a recursive algorithm that
calculates the attributes' information gain in
each iteration and selects the most dominant
attribute with higher information gain as a
splitting criterion, Thereafter, entropy and gain
scores would be calculated again among the
other attributes. Thus, the next most dominant
attribute is found. This process is repeated
(recursive), forming a tree, until a decision is
reached. The information gain of a specific
attribute is calculated by subtracting the entropy
of that attribute from the entropy of the dataset,
[18] [19]. Calculated in equation (1):

GainðAÞ¼ InfoðDÞ � InfoAðDÞ ð1Þ

where:
Gain (A): Information gain for attribute A.
D: Dataset.
Info (D): (Entropy of D) expected information needed

to classify a tuple in D, calculated as follows:
InfoðDÞ ¼ � Pm

i¼1Pi log2ðPiÞ
m ¼ Distinct number of the classes in D
i ¼ 1,2, … , m.
Cinbsp;¼ Classes in D (C1, C2, … , Cm).
Pinbsp;¼ Probability that tuple in D belongs to class Ci

InfoA(D): (Entropy of A) expected information needed
to classify a tuple in D if the tuples are partitioned ac-
cording to the attribute's values of A.

InfoAðDÞ ¼ Pv
j¼1

jDjj
jDj � InfoðDjÞ

j ¼ Number of the partitions in D by the attribute A.
jDjj
jDj nbsp;¼ jth weight for splitting the tree.

� Support Vector Machine (SVM) algorithm is a
classification technique designed to define a
hyperplane that classifies the training data, it
searches for the hyperplane with the widest
margin to separate the data classes. The data

points that are closest to the hyperplane are
called support vectors. SVM calculates the
distance between the given object and the
hyperplane that separates the class labels [20].

� Naïve Bayes (NB) is a simple probabilistic clas-
sifier, based on applying a conditional proba-
bility with the independent assumptions
between the attributes. This algorithm is easy to
build, with no complicated iterative parameter
which makes it particularly useful for a huge
dataset. A Naïve Bayesian classifier works on the
concept that is, each attribute has its effect on a
given class, regardless of any correlations to
other attributes in the classification process; in
this sense is considered a “Naïve".

Bayes rules adopted in this algorithm stated a
conditional probability of a certain event based on
previous knowledge about that event [19] [20]. As
the mathematical equation (2) demonstrates:

PðCjXÞ¼PðXjCÞ PðCÞ
PðXÞ ð2Þ

where:
P(CjX): Posterior probability of class given predictor.
P(XjC): Likelihood which is the probability of predictor

given class.
P(C): Prior probability of class.
P(X): Prior probability of predictor.

Reviewing the literature, many works and studies
were conducted focusing on the phenomena of
COVID-19, the search scope was massive, and
researchers in this field deal with it differently ac-
cording to their perspectives. Our standpoint in this
work was deploying a machine learning approach for
the COVID-19 vaccine's validity. In this regard, works
with a similar approacharepresented in the literature.
To begin with, Liu et al. [21] proposed aML approach
with a supervised model for determining the survival
status of the infected cases to distinguish the patients
who require immediate medical assistance, allowing
them to have a high priority and reduce the risk rates.
To this end, the authors assessed the critical bio-
markers of these patients using XGboost algorithms
with a set of attributes that include on-set symptoms
like (fever, cough, chills, pain, and others), labyblood
test indicators like (lactate dehydrogenase, and white
blood cell count, urea, glucose, and others). Using a
dataset of 404 sample cases (213 recovered, and 191
died). The experimental results showed a more than
90% predicting rate.
Following the same vein, Sujath et al. [22] pro-

posed a prediction model using a dataset from the
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Kaggle website related to the pandemic in India.
The authors developed their model using linear
regression, multilayer perceptron, and vector
autoregression and employed a correlation method
to find dependencies among the epidemiological
attributes in the dataset to predict the confirmed
death and recovered cases on the daily basis.
Another ML-based system was proposed by Reh-

man et al. [23], where a prediction system for the
COVID19 pandemic has presented, using an x-ray
image of the infected patients. The authors employed
five different classifiers (Decision Tree, Naïve Bayes,
K-NN, Random Forrest, And Support Vector Ma-
chine), in addition, an ensemble technique is per-
formed, which is a combining method for applying
multiple algorithms at the same time, exploiting a set
of symptoms including (diarrhea, voice type, smell-
ing issues, joint pain, dry cough, vomiting, breathing
problems, and others), and for the model evaluation
purposes, hard voting and soft voting along with k-
fold analysis are performed, the experiments showed
that the model scored 97% predictive rates, claiming
that this percentage has surpassed detection rates of
other related works at that time.
On the other hand, Tiwari et al. [24] proposed a

time series forecasting model to predict the
numbers of confirmed, recovered, and death cases
in India. The authors developed the model using
patterns taken from China, utilizing ML methods to
predict the future forecast spread of COVID-19
based on present scenarios, giving a firm recom-
mendation about the peak of the pandemic across
India, along with numbers, dates, and statistics.
Punn et al. [25] presented ML and deep learning

techniques for globally epidemic analysis, intending
to explain the virus behavior of everyday exponen-
tial spreading. They utilized real-time information
about the virus across the world and implemented
several ML algorithms in this work like support
vector regression (SVR), polynomial regression (PR),
and several deep learning models. Results showed
that the possible number of cases around the world
in the next 10 days (at the time of the research) can
be predicted.
A visual approach to the ML diagnosis model is

proposed by Abd Elaziz et al. [26], where the cases
are classified into COVID and non-COVID patients
based on x-ray images. The diagnosis process in this
work starts with ‘feature extraction’ to select the
important descriptors from the x-ray images, and
due to the large size of the images, a parallel
implementation architecture is utilized to enhance
and accelerate the extraction process of the neces-
sary features. Finally, mathematical modeling is
utilized for selecting the most important features.

These features are fed to the diagnosis model, and
the diagnosis rate achieved by the system was
96.09% and 98.09% over two datasets collected from
multiple sources.
Muhammad et al. [27] developed a COVID-19

data mining model using supervised algorithms to
predict infected patients’ recovery using a dataset
from the Kaggle website regarding South Korea. Six
algorithms were utilized in this study: Decision Tree
DT, Support Vector Machine SVM, Naïve Bayes NB,
K Nearest Neighbor K-NN, Logistic Regression LR,
and Random Forest RF. Five attributes were used
which are Gender, Age, Infection_case, No_day, and
State. The experiment results showed high predi-
cation rates with 99.85 for DT to 97.49 for LR.
An interesting approach to finding the correlation

between COVID-19 and the weather is presented by
Fadli et al. [28], where the authors exploited weather
elements: average temperature, average humidity,
and the average duration of sunlight from June to July
of 2020 in Surabaya/Indonesia, using the ID3 decision
tree of the data mining algorithms. The study finds a
significant correlation between these elements and
the number of COVID-19 confirmed cases, and the
ID3 had high-performance accuracy of 96.77%.
Batista et al. [29] proposed an ML model for pre-

dicting and assessing the risk of positive COVID-19
cases for prioritizing patients’ health care assistance.
The proposed model consists of a dataset of 235
records, including 102 confirmed COVID-19 cases,
collected from a general hospital in S~ao Paulo/
Brazil, from 17th to 30th of March 2020, the dataset
consists of a set of laboratory attributes: Hemoglo-
bin, Platelets Red blood cells, Leukocytes,
Lymphocytes, Monocytes, Basophils, Eosinophils,
reactive protein, age, and sex attributes.
To validate the proposed model, five ML algo-

rithms have been utilized which are, Neural
Networks NN, Random Forests RF, Gradient
Boosting Trees GRT, Logistic Regression LR, And
Support Vector Machines SVM, the experimental
results indicate that SVM outperformed the other
algorithms. In the same context, Hatmal et al. [30]
presented a cross-sectional study in Jordan using
ML techniques for assessing the post-vaccination
side effects. An online survey was developed for this
purpose and circulated via social media platforms
like WhatsApp, Facebook, and Instagram, from the
9th to the 15th of April 2021. The survey presented
as a questionnaire consists of 58 (yes or no) ques-
tions, regarding the demographic, medical records,
and post-vaccination signs of participants. 2237
respondents were the sample size of this study. To
develop the predictor; many ML tools are used, that
is Multilayer Perceptron (MLP), Extreme Gradient
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Boosting (XGboostq), Random Forest (RF), and
K-Star (K*).
Avasarala et al. [31] present an analysis study

regarding the incidence of new-onset seizures
following COVID-19 vaccines and compared it with
the seizures associated with influenza vaccines as a
reference, by employing several demographic
characteristics and injection site reactions of the
individuals who took these vaccines. The study finds
that seizures associated with COVID-19 were 3.191,
and 0.090 for influenza vaccines claiming that most
of the seizures occurred within the first 2 days of the
vaccination, and to expand the work another two
commonly reported side effects; headache and
injectionesite reactions like pain, rash, and swelling
are included in this study. Other indicators revealed
by this study showed that incidences of 92.1 and 52.3
times higher for COVID-19 vaccines compared to
influenza vaccines for headache and injection site
reactions, respectively. Saad et al. [32] study the
adverse events followed by the second dosage of the
COVID-19 vaccine to predict three events which are:
not survived, recovered, and not recovered by using
a total of 4351 instances from the VAERS dataset,
using three attributes: ‘RECOVERED’, ‘DIED’, and
‘SYMPTOM_TEXT’ for multiclass classification, and
two attributes: ‘DIED’ and ‘SYMPTOM_TEXT’ for
the binary classification. Three experiments have
been running, which are: term frequency-inverse
document frequency TF-IDF, a bag of words BoW,
and global vectors GloVe.
Several machine learning algorithms including

Random Forrest, Ada Boost, Logistic regression.,
Multilayer perceptron, Gradient Boosting Machine,
k-Nearest Neighbor, Stochastic Gradient Descent
Classifier, and Extra Tree Classifier were applied,
using a dataset of size 5351 records. In addition, the
used dataset was balanced by applying two tech-
niques for better prediction rates, known as the syn-
thetic minority oversampling technique (SMOTE)
and adaptive synthetic (ADASYN). The results
showed that the model gained significant accuracy
rates after applying the data balancing techniques.
Another study aimed to discover possible com-

mon causes for post vaccines side effects to predict
them proposed by Ahamad et al. [33], the authors
consider the participant's medical history and look
into the post-vaccination adverse reactions of 5209
cases. Statistical analysis is applied to search the
similar characteristics that were significantly asso-
ciated with poor participants' reactions in the
majority of the cases.
The patient medical history is strongly related to

the vaccine's side effects, according to the findings
of this study, where some of these signs are

associated with severe disease and even death.
Furthermore, a set of significant side effects devel-
oped as post-vaccination symptoms, and these
indicators need to be taken into account, like age,
gender, allergic history, and.
Some other signs found as a poor outcome for the

vaccinated patients, like pyrexia, headache, dys-
pnea, chills, fatigue, various kind of pain, and
dizziness.
ML tools were employed in this work by utilizing

the aforementioned signs to check the patients with
the most likely of having vaccine complications,
with an accuracy score above 85%. By Following the
same steps, Sujatha et al. [34] utilized various ma-
chine learning algorithms, which are Logistic
Regression LR, Adaboost AD, Decision Tree DT,
and Random Forest RR to develop a prediction
model. They considered the DIED variable as the
target variable, with a dataset collected from
healthcare workers, government bodies, and medi-
cal research organizations.
Regarding the experimental results, Adaboost

algorithm showed appreciable results with 98.1%,
followed by Random Forest with 97.8%, then Lo-
gistic Regression with 97.31%, while Decision Tree
registered 97.3% predictive rates.
Briefly, we observe many works employing ML/

Data mining techniques for detecting COVID-19,
adapting various approaches like Hatmal et al. [30]
and Ahamad et al. [33]. However, other studies
utilized ML for detecting COVID and diagnoses as
in [21-29]. On the other, hand researchers like
Alhazmi et al. [35] present a statistical study to
evaluate the side effects associated with COVID-19
vaccines in Saudi Arabia. On the same page,
El-Shitany et al. [36] assess the adverse reactions of
Pfizer/BioNTech in the retrospective cross-sectional
study. While Chapin-Bardales et al. [37] analyzed
COVID-19 post-vaccinations side effects in a statis-
tical study.

3. Research methodology

This study evaluates the COVID-19 vaccine's
adverse reactions for Pfizer/BioNTech, Moderna,
and J&J in the post-COVID Era. To this end, su-
pervised machine learning algorithms (Decision
Tree, Support Vector Machine, and Naïve Bayes
algorithms) are utilized to develop a prediction
model. The model is implemented in Python using a
dataset of 52,114 cases, considered from (Jan 2021 to
Nov 2021), with 18 informative attributes associated
with a vaccine as side effects. The dataset targeted
with “DIED” class labels (positive and negative) 9657
and 42,457 respectively.
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To make sure that it is appropriate to the ML
techniques, we statistically analyze the dataset to
discover useful information for supporting the de-
cision-making process. The analysis found that the
dataset was massive, narrative, noisy, and contain
redundant information. Thus, a series of heavy
preprocessing steps are performed to prepare data
for ML optimization shown in Fig. 1. To validate the
proposed model, two experiments were conducted:
in the first experiment, a simple splitting percentage
method was performed with 70e30% splitting ratio,
and k-Folds Cross-validation technique was used in
the second experiment, as it designed to run for five
rounds of testing (k ¼ 5).

4. Research framework

The researchmodelutilizes 52,114 records including
different types of attributes based on a set of medici-
nal, laboratory, and epidemiological features.

4.1. Dataset description

The dataset that has been utilized in this study is
adopted from the Vaccine Adverse Event Reporting
System (VAERS). It is a passive warning system that
aims to detect possible safety problems in U.S.-
licensed vaccines. To provide valuable information,
both healthcare professionals and vaccine manu-
facturers report all unusual or unexpected patterns
of adverse events. VAERS then accepts and analyzes
reports of adverse events (possible side effects).
VAERS data is accessible by downloading raw

data in (CSV) form. De-identified VAERS data are
available 4e6 weeks after the report is received.
VAERS data change as new reports are received, so
results may change if the same search is done at a
later date. The dataset consists of 52,114 records
including 2 numerical, 8 nominals, and 7 categorical
attributes, storing clinical, medicinal, laboratory,
and epidemiological information. The dataset has
also class labels that are distributed as 20% Positive,

and 80% negative cases. Below, a brief description of
these attributes is given:

1. VAERS_ID: A sequence of numbers used as an
identification.

2. SYMPTOM1_CAT: Adverse Event MedDRA
Term1, grouped into 41 categories (Abdominal
Symptoms, Anxiety, Cough, Chills, … ).

3. SYMPTOM2_CAT: Adverse Event MedDRA
Term 2 is grouped into 35 categories (Asthenia,
Back Pain, Chest discomfort, Decreased appetite,
… ).

4. SYMPTOM3_CAT: Adverse Event MedDRA
Term 3 is grouped into 27 categories (Lymph-
adenopathy, Pain in extremity, Myalgia, Palpi-
tations, … ).

5. SYMPTOM4_CAT: Adverse Event MedDRA
Term 4 is grouped into 22 categories (Blood
Symptoms, Vomiting, Urticaria, Covid-19, … ).

6. SYMPTOM5_CAT: Adverse Event MedDRA
Term 5. grouped into 13 categories (Fatigue,
Body Pain., Skin Swelling, Rash Symptoms,
Vomiting, … ).

(SYMPTOM 1e5) The data in these fields are
equivalent to the PT TERM from the MedDRA
codebook. MedDRA terms are extracted from the
narrative text in VAERS 2 (Item 18e19, See1 for
more details).

7. Age in Years (AGE_YRS_INT): Vaccine re-
cipient's age is categorized in a range of decades
(20e30), (30e40), …, (þ80).

8. SEX: Sex of the vaccine recipient (Male, Female,
UnknownyMissing).

9. Life-Threatening (L_THREAT): If the vaccine
recipient had a life-threatening event associated
with the vaccination a “Yes” is placed is used;
otherwise the field will be “No”.

Fig. 1. Research methodology.

1 https://vaers.hhs.gov/docs/VAERSDataUseGuide_en_September2021.
pdf.
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10. Hospitalized (HOSPITAL): If the vaccine recip-
ient was hospitalized as a result of the vaccina-
tion a “Yes” is used; otherwise the field will be
“No”.

11. Disability (DISABLE): If the vaccine recipient
was disabled as a result of the vaccination a
“Yes” is placed in this field; otherwise the field
will be “No”.

12. Other Medications (OTHER_MEDS_CAT): this
attribute identifies if the recipient at the time of
vaccination is on any type of drug.

13. The healthcare office (OFC_VISIT): Doctor or
other healthcare provider office/clinic visit at the
time of vaccination.

14. Emergency Room Visit (ER_ED_VISIT): An emer-
gency room or urgent care at vaccination time.

15. Vaccination doses VAX_DOSE_SERIES_CAT:
Number of doses administered (1, 2, þ2,
UnknownyMissing).

16. DIED: this field represents the class label of the
dataset, If the vaccine recipient died a “Positive/
Yes” is used; otherwise, the field will be
“Negative/No”.

17. ALLERGIES_CAT: this attribute determines the
pre-existing and any type of allergies that exis-
ted at the time of vaccination.

18. Current Illnesses (CUR_ILL): contains a narra-
tive about any illnesses at the time of the
vaccination.

Some other attributeswere ignored, as they hadno
informative role in the prediction process, like
VAX_LOT,VAX_SITE, VAX_NAME,RECVDATE,
STATE, and alike.

4.2. Dataset statistical analysis

Tables 1e10 show in numbers the statistics and
distribution of the dataset sample. Some attributes
(categorical) have a continuous; rather than the
normal distribution. So, it makes no sense to
examine them.
Statistical analysis is one of the core components

of the ML, which identifies common patterns and
trends in the data samples, to understand the data
analysis, and how the results of the developed
model were acquired [20].

4.3. Data preprocessing

To improve data quality, the data is preprocessed
to transform raw data into a structural form that
applies to the ML techniques, through cleaning and
removing unwanted data hence obtaining more
accurate results [38].

Table 3. Life threat distribution.

L_Threat Count %

YesyPositive 932 0.017884
NoyNegative 51,182 0.982116
Total 52,114 1

Table 1. Age distribution.

Age_YRS Count %

10e19 361 0.006927
20e29 5817 0.111621
30e39 10,667 0.204686
40e49 10,049 0.192827
50e59 8827 0.169379
60e69 6057 0.116226
70e80 3671 0.070442
80þ 4352 0.083509
UnknownyMissing 2313 0.044383
Total 52,114 1
Average Age 50.027

Table 2. Label distribution.

Class Label Count %

YesyPositive 9657 0.185305
NoyNegative 42,457 0.814695
Total 52,114 1

Table 4. Doctor office/clinic visit distribution.

OFC_Visit Count %

YesyPositive 9237 0.177246
NoyNegative 42,877 0.822754
Total 52,114 1

Table 5. Disability distribution.

Disable Count %

YesyPositive 303 0.005814
NoyNegative 51,811 0.994186
Total 52,114 1

Table 6. Sex distribution.

Sex Count %

Female 38,503 0.738823
Male 12,639 0.242526
UnknownyMissing 972 0.018651
Total 52,114 1

Table 7. Vaccine dose distribution.

Vax_Dose_Series Count %

1 33,679 0.646256
2 9669 0.185536
2þ 117 0.002245
UnknownyMissing 8649 0.165963
Total 52,114 1
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The dataset was massive, narrative, noisy, and
redundant. First, we had to balance it by choosing the
right proportion, depending on class label distribu-
tion, as it makes no sense of having data with a 50 to 1
splitting ratio (500,000 records with 10,000 negatives,
and 490,000 positives). We had to randomly choose a
sample dataset of size (z52,000) records, with a
distribution ratio of (80-20%) for the “Negative”, and
“Positive” cases respectively. Then, a series of pre-
processing steps were performed on each attribute in
the dataset as shown in Fig. 2 and listed below:

1. Symptoms counting: count the symptoms' or
signs' reputation to determine the highest fre-
quency of symptoms.

2. Initial reviewing: applying basic reviewing to the
high frequencies' signs and giving them possible
category name (category name 1), plus give a
(category name 2, 3, … , N) to the similar signs in
the lower frequencies by searching them, to
unify them in step 4.

3. Data cleaning and reduction: search the records
that contain narrative, irrelevancy, or a big
chunk of data. Reduce this amount of informa-
tion by using uniform phrases and keywords. At
this step, misspell checking is also performed, as
some symptoms were incorrectly spelled, to
recount them with their actual categories in step
2, or to be reconsidered as new categories.

4. Categorization: unify the similar category
names, and group the symptoms according to
these names.

5. Next, a special label “Other_Symptoms” is given
to the cases that have less than 50 counts, or
individual cases with a special symptom that
doesn't belong to a specific category.

6. Data transformation: smoothing the data by dis-
cretizing nominal and numerical types into
clusters, like the age attribute, which trans-
formed to intervals of decades (20e30, 30e40,… ,
þ80)

7. Noise handling: impute missing values by using
the “UnknownyMissing.” label, and eliminates
rubbish, incomplete, and contradictory records.

4.4. Model implementation

The model is implemented using Python pro-
gramming language. Python is an open-source,
powerful, flexible, programing language that has a
pretty straightforward syntax, giving it the ability to
execute complex tasks easily and simply by an
emphasis on natural language nature. Python is
considered one of the best choices for ML and
Artificial Intelligence (AI) projects, due to the tons of
libraries and frameworks that significantly cut down
on the work required to implement deep neural
networks and machine learning algorithms [39].
For the coding environment, we use the Jupyter2

notebook, which is a web-based interactive envi-
ronment that supports dozens of programming
languages, including Python. For installing the
Jupyter notebook we used a distribution platform
called Anaconda.3

Finally, we develop our SQL queries and statisti-
cal formulas for data preprocessing purposes. Fig. 3
gives a sneak peek at the coding environment and
the developing libraries.

5. Results and discussion

In this section, the model performance along with
the confusion matrix and metrics are presented.

5.1. Evaluation measures

We used some of the most common metrics to
evaluate the model performance. However, to un-
derstand these measures clearly, we need to shed a
light on some terms as follows:

� True Positive TP: the positive cases that were
correctly predicted as positive.

Table 8. Vaccine manufacture distribution.

Vacc_Manu. Count %

J&J 847 0.016253
Moderna 26,209 0.502917
PfizeryBioNtech 24,971 0.479161
Unknown 87 0.001669
Total 52,114 1

Table 9. Hospitalization distribution.

Hospitalize Count %

YesyPositive 4471 0.085793
NoyNegative 47,643 0.914207
Total 52,114 1

Table 10. ER visit distribution.

ER_ED_Vist Count %

YesyPositive 9077 0.174176
NoyNegative 43,037 0.825824
Total 52,114 1

2 https://jupyter.org/about.
3 https://www.anaconda.com/about-us.
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� False Positive FP: the negative cases that were
incorrectly predicted as positive.

� True Negative TN: the negative cases that were
correctly predicted as negative.

� False Negative FN: the positive cases that were
incorrectly predicted as negative.

Below are the metrics used for the model evalu-
ation, stated in equations (3)e(7) [40]:

1. Accuracy: fraction of the predicted class that was
correct.

Fig. 2. Preprocessing steps.
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Acc:¼ TPþTN
TPþTN þ FPþ FN

ð3Þ

2. Precision: fraction of the positive prediction that
was correctly identified as positive in the posi-
tive predictions' samples.

Prec:¼ TP
TPþ FP

ð4Þ

3. Recall: true positive rate (total number of the
positive cases that are correctly identified by the
model).

Rec:¼ TP
TPþ FN

ð5Þ

4.Specificity: true negative rate (total number of
the negative cases that are correctly identified by
the model).

Spec:¼ TN
TN þ FP

ð6Þ

5. F1-score: determine the harmonic mean of the
model's precision and recall.

F1:Sc:¼2*
Precision*Recall
PrecisionþRecall

ð7Þ

5.2. Experimental results

Two experiments have been conducted to eval-
uate the proposed model. In the first experiment, a
simple splitting method is performed, where 70% of
the dataset (36,479 records) was selected as training,
and the rest 30% (15,635 records) was used as a
testing set. It is worth mentioning that this ratio of
splitting is recommended as an ideal proportion
[19]. In this experiment, DT outperformed other
algorithms with 0.91999 predictive rates, followed by
SVM scoring accuracy of 0.86517, and finally, NB
registered 0.83908. Next, are the obtained results of
the employed algorithms.
>> Decision Tree Performance in %(30e70 …

Positive Cases ¼ TP þ FN: [2026 þ 906] ¼ 2932
Negative Cases ¼ FP þ TN:[345 þ 12,358] ¼

12,703
Accuracy ¼ TP þ TN/TP þ FP þ TN þ FN ¼

0.91999
Precision ¼ TP/(TP þ FP) ¼ 0.85449

Fig. 3. Coding environment.
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Recall ¼ TP/(TP þ FN) ¼ 0.69100
Specificity ¼ TN/(TN þ FP) ¼ 0.97284
F1-Score ¼ 2*(Prec.*Rec.)/(Prec.þRec.)
nbsp;¼ 0.76410
>> SVM Performance in %(30e70) …
Positive Cases ¼ TP þ FN: [1414 þ 1518] ¼ 2932
Negative Cases ¼ FP þ TN:[590 þ 12,113] ¼

12,703
Accuracy ¼ TP þ TN/TP þ FP þ TN þ FN ¼

0.86517
Precision ¼ TP/(TP þ FP) ¼ 0.70559
Recall ¼ TP/(TP þ FN) ¼ 0.48226
Specificity ¼ TN/(TN þ FP) ¼ 0.95355
F1-Score ¼ 2*(Prec.*Rec.)/(Prec. þ Rec.) ¼nbsp;
0.57293
>> Naïve Bayes Performance in %(30e70) …
Positive Cases ¼ TP þ FN:[2459 þ 473] ¼ 2932
Negative Cases ¼ FP þ TN:[2043 þ 10,660] ¼

12,703
Accuracy ¼ TP þ TN/TP þ FP þ TN þ FN ¼

0.83908
Precision ¼ TP/(TP þ FP) ¼ 0.54620
Recall ¼ TP/(TP þ FN) ¼ 0.83868
Specificity ¼ TN/(TN þ FP) ¼ 0.83917
F1-Score ¼ 2*(Prec.*Rec.)/(Prec. þ Rec.)
nbsp;¼ 0.66156
Other metrics and indicators are stated in Table

11, and Fig. 4 shows the ROC curves of the
employed algorithms.
To test the model's robustness, we needed to

examine the performance across the whole dataset
rather than 30% only. So, we use the k-Fold cross-
validation, which is one of the most common
validation techniques to assess the analyzing pro-
cess, and how it can be generalized over the whole
data samples. k-Fold is an iterative technique, that
involves partitioning the data into smaller subsets,
in each iteration (round), a proportion (fold) of
data is selected as test cases, while the remains (k-
1) subsets are used for training purposes, this
process goes k-times, accordingly with the number
of folds, then jump to the next fold for testing, and
so on until all folds (whole dataset) are tested [19]
[20].
In our experiment, we use 5 folds, to assure fair

and unbiased class distribution in the dataset,
which randomly splits it into 5 * [1931 þ 8492]

positive, and negative cases respectively, as Fig. 5
shows, in each round the metrics of Accuracy,
Precision, Recall, and F-Score are calculated; plus
the average of all rounds is taken at the end of the
experiment.
In the second experiment, the model exhibited a

stable performance, scoring a close result to the
(splitting percentage) experiment. Before diving
deeper, we need to clarify a few notations that
appeared in this experiment; to make these results
easier to grasp.
The notations mainly appear in three groups as

Fig. 6 shows:

� Group (1): indicates the confusion matrix.
� Group (2): represents the validation metrics.
� Group (3): this block appears at the end of the
final round to report the overall performance.

And the gray shaded symbols imply the following:

� Fold N: state the round's number.
� TP_N, FP_N, TN_N, FN_N: hold the numbers of
the trueyfalse - positiveynegative cases.

� PC_N, NC_N: these notations refer to the total
numbers of positive and negative cases in each
round.

� Prec., Rec., Acc., F1-Sc., and Spec.: represent the
calculated values of (Precision, Recall, Accuracy,
F1-Score, and Specificity) respectively.

The next results represent the model's output for
the k- Fold Cross-Validation:
Decision Tree performance in k-Fold cross-

validation:
Fold 1:
Positive Cases ¼ TP þ FN:[934 þ 997] ¼ 1931
Negative Cases ¼ FP þ TN:[52 þ 8440] ¼ 8492
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:934

þ 8440/8440 þ 934þ52 þ 997 ¼ 0.89936
PRECISION ¼ TP/TP þ FP:934/934 þ 52 ¼ 0.9473
RECALL ¼ TP/TP þ FN:934/934 þ 997 ¼ 0.4837
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.9473 * 0.4837)/(0.9473 þ 0.4837) ¼ 0.6404
Specificity ¼ TN/(TN þ FP):8440/(8440 þ 52) ¼

0.9939
Fold 2:
Positive Cases ¼ TP þ FN:[908 þ 1023] ¼ 1931
Negative Cases ¼ FP þ TN:[146 þ 8346] ¼ 8492
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:908

þ 8346/8346 þ 908þ146 þ 1023 ¼ 0.88784
PRECISION ¼ TP/TP þ FP:908/908 þ 146 ¼

0.8615
RECALL ¼ TP/TP þ FN:908/908 þ 1023 ¼ 0.4702

Table 11. Experiment 1 results.

Algorithm Accuracy Precision Recall F1 Specificity

DT 0.91999 0.85449 0.69100 0.76410 0.97284
NB 0.83908 0.54620 0.83868 0.66156 0.83917
SVM 0.86517 0.70559 0.48226 0.57293 0.95355
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F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):
2*(0.8615 * 0.4702)/(0.8615 þ 0.4702) ¼ 0.6084
Specificity ¼ TN/(TN þ FP):8346/(8346 þ 146) ¼

0.9828
Fold 3:
Positive Cases ¼ TP þ FN:[1363 þ 569] ¼ 1932
Negative Cases ¼ FP þ TN:[348 þ 8143] ¼ 8491
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN: 1363

þ 8143/8143 þ 1363þ348 þ 569 ¼ 0.91202
PRECISION ¼ TP/TP þ FP:1363/1363 þ 348 ¼

0.7966
RECALL ¼ TP/TP þ FN:1363/1363 þ 569 ¼ 0.7055

F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):
2*(0.7966 * 0.7055)/(0.7966 þ 0.7055) ¼ 0.7483
Specificity ¼ TN/(TN þ FP):8143/(8143 þ 348) ¼

0.9590
Fold 4:
Positive Cases ¼ TP þ FN:[1297 þ 635] ¼ 1932
Negative Cases ¼ FP þ TN:[77 þ 8414] ¼ 8491
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1297

þ 8414/8414 þ 1297þ77 þ 635 ¼ 0.93169
PRECISION ¼ TP/TP þ FP:1297/1297 þ 77 ¼

0.9440
RECALL ¼ TP/TP þ FN:1297/1297 þ 635 ¼ 0.6713

Fig. 4. ROC Curve of the Algorithms.

Fig. 5. k-Fold cross-validation experiment.
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F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):
2*(0.9440 * 0.6713)/(0.9440 þ 0.6713) ¼ 0.7846
Specificity ¼ TN/(TN þ FP):8414/(8414 þ 77) ¼

0.9909
Fold 5:
Positive Cases ¼ TP þ FN:[1384 þ 547] ¼ 1931
Negative Cases ¼ FP þ TN:[104 þ 8387] ¼ 8491
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1384

þ 8387/8387 þ 1384þ104 þ 547 ¼ 0.93754
PRECISION ¼ TP/TP þ FP:1384/1384 þ 104 ¼

0.9301
RECALL ¼ TP/TP þ FN:1384/1384 þ 547 ¼ 0.7167
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.9301 * 0.7167)/(0.9301 þ 0.7167) ¼ 0.8096
Specificity ¼ TN/(TN þ FP):8387/(8387 þ 104) ¼

0.9878
Avg. Accuracy ¼ 0.91369
Avg. Precision ¼ 0.89588
Avg. Recall ¼ 0.60949
Avg. F1-Score ¼ 0.71825
Avg. Specificity ¼ 0.98288
Naïve Bayes performance in k-Fold cross

validation:
Fold 1:
Positive Cases ¼ TP þ FN:[802 þ 1129] ¼ 1931
Negative Cases ¼ FP þ TN:[0 þ 8492] ¼ 8492
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:802

þ 8492/8492 þ 802þ0 þ 1129 ¼ 0.89168
PRECISION ¼ TP/TP þ FP:802/802 þ 0 ¼ 1.0000
RECALL ¼ TP/TP þ FN:802/802 þ 1129 ¼ 0.4153
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(1.0000 * 0.4153)/(1.0000 þ 0.4153) ¼ 0.5869
Specificity ¼ TN/(TN þ FP):8492/(8492 þ 0) ¼

1.0000
Fold 2:
Positive Cases ¼ TP þ FN:[1647 þ 284] ¼ 1931
Negative Cases ¼ FP þ TN:[936 þ 7556] ¼ 8492

ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1647
þ 7556/7556 þ 1647þ936 þ 284 ¼ 0.88295
PRECISION ¼ TP/TP þ FP:1647/1647 þ 936 ¼

0.6376
RECALL ¼ TP/TP þ FN:1647/1647 þ 284 ¼ 0.8529
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.6376 * 0.8529)/(0.6376 þ 0.8529) ¼ 0.7297
Specificity ¼ TN/(TN þ FP):7556/(7556 þ 936) ¼

0.8898
Fold 3:
Positive Cases ¼ TP þ FN:[1578 þ 354] ¼ 1932
Negative Cases ¼ FP þ TN:[1173 þ 7318] ¼ 8491
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1578

þ 7318/7318 þ 1578þ1173 þ 354 ¼ 0.85350
PRECISION ¼ TP/TP þ FP:1578/1578 þ 1173 ¼

0.5736
RECALL ¼ TP/TP þ FN:1578/1578 þ 354 ¼ 0.8168
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.5736 * 0.8168)/(0.5736 þ 0.8168) ¼ 0.6739
Specificity ¼ TN/(TN þ FP:7318/(7318 þ 1173) ¼

0.8619
Fold 4:
Positive Cases ¼ TP þ FN:[1770 þ 162] ¼ 1932.
Negative Cases ¼ FP þ TN:[2081 þ 6410] ¼ 8491.
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1770

þ 6410/6410 þ 1770þ2081 þ 162 ¼ 0.78480.
PRECISION ¼ TP/TP þ FP:1770/1770 þ 2081 ¼

0.4596.
RECALL ¼ TP/TP þ FN:1770/1770 þ 162 ¼

0.9161.
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.4596 * 0.9161)/(0.4596 þ 0.9161) ¼ 0.6121.
Specificity ¼ TN/(TN þ FP):6410/(6410 þ 2081) ¼

0.7549.
Fold 5:
Positive Cases ¼ TP þ FN:[1789 þ 142] ¼ 1931
Negative Cases ¼ FP þ TN:[2638 þ 5853] ¼ 8491

Fig. 6. Experiment 2 notations.
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ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1789
þ 5853/5853 þ 1789þ2638 þ 142 ¼ 0.73326
PRECISION ¼ TP/TP þ FP:1789/1789 þ 2638 ¼

0.4041
RECALL ¼ TP/TP þ FN:1789/1789 þ 142 ¼ 0.9265
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.4041 * 0.9265)/(0.4041 þ 0.9265) ¼ 0.5628
Specificity ¼ TN/(TN þ FP:5853/(5853 þ 2638) ¼

0.6893
Avg. Accuracy ¼ 0.82924
Avg. Precision ¼ 0.61499
Avg. Recall ¼ 0.78553
Avg. F1-Score ¼ 0.63309
Avg. Specificity ¼ 0.83917
SVM performance in k-Fold cross-validation:
Fold 1:
Positive Cases ¼ TP þ FN:[1475 þ 456] ¼ 1931
Negative Cases ¼ FP þ TN:[1784 þ 6708] ¼ 8492
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1475

þ 6708/6708 þ 1475þ1784 þ 456 ¼ 0.78509
PRECISION ¼ TP/TP þ FP:1475/1475 þ 1784 ¼

0.4526
RECALL ¼ TP/TP þ FN:1475/1475 þ 456 ¼ 0.7639
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.4526 * 0.7639)/(0.4526 þ 0.7639) ¼ 0.5684
Specificity ¼ TN/(TN þ FP:6708/(6708 þ 1784) ¼

0.7899
Fold 2:
Positive Cases ¼ TP þ FN:[1151 þ 780] ¼ 1931
Negative Cases ¼ FP þ TN:[571 þ 7921] ¼ 8492
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1151

þ 7921/7921 þ 1151þ571 þ 780 ¼ 0.87038
PRECISION ¼ TP/TP þ FP:1151/1151 þ 571 ¼

0.6684
RECALL ¼ TP/TP þ FN:1151/1151 þ 780 ¼ 0.5961
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.6684 * 0.5961)/(0.6684 þ 0.5961) ¼ 0.6302
Specificity ¼ TN/(TN þ FP):7921/(7921 þ 571) ¼

0.9328
Fold 3:
Positive Cases ¼ TP þ FN:[1238 þ 694] ¼ 1932
Negative Cases ¼ FP þ TN:[449 þ 8042] ¼ 8491
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:1238

þ 8042/8042 þ 1238þ449 þ 694 ¼ 0.89034
PRECISION ¼ TP/TP þ FP:1238/1238 þ 449 ¼

0.7338
RECALL ¼ TP/TP þ FN:1238/1238 þ 694 ¼ 0.6408
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.7338 * 0.6408)/(0.7338 þ 0.6408) ¼ 0.6842
Specificity ¼ TN/(TN þ FP:8042/(8042 þ 449) ¼

0.9471
Fold 4:
Positive Cases ¼ TP þ FN:[494 þ 1438] ¼ 1932
Negative Cases ¼ FP þ TN:[231 þ 8260] ¼ 8491

ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:494
þ 8260/8260 þ 494þ231 þ 1438 ¼ 0.83987
PRECISION ¼ TP/TP þ FP:494/494 þ 231 ¼

0.6814
RECALL ¼ TP/TP þ FN:494/494 þ 1438 ¼ 0.2557
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.6814 * 0.2557)/(0.6814 þ 0.2557) ¼ 0.3718
Specificity ¼ TN/(TN þ FP):8260/(8260 þ 231) ¼

0.9728
Fold 5:
Positive Cases ¼ TP þ FN:[639 þ 1292] ¼ 1931
Negative Cases ¼ FP þ TN:[416 þ 8075] ¼ 8491
ACCURACY ¼ TP þ TN/TP þ FP þ TN þ FN:639

þ 8075/8075 þ 639þ416 þ 1292 ¼ 0.83612
PRECISION ¼ TP/TP þ FP:639/639 þ 416 ¼

0.6057
RECALL ¼ TP/TP þ FN:639/639 þ 1292 ¼ 0.3309
F1 ¼ 2*(Precision * Recall)/(Precision þ Recall):

2*(0.6057 * 0.3309)/(0.6057 þ 0.3309) ¼ 0.4280
Specificity ¼ TN/(TN þ FP:8075/(8075 þ 416) ¼

0.9510
Avg. Accuracy ¼ 0.84436
Avg. Precision ¼ 0.62838
Avg. Recall ¼ 0.51746
Avg. F1-Score ¼ 0.53652
Avg. Specificity ¼ 0.91872
Here, Table 12 summarizes experiment 2 results.
To understand the capability of the proposed

work, we compare it with similar approaches
reviewed earlier, although the related works reveal
significant findings regarding the COVID-19 vacci-
nation adverse effects. However, a few limitations
need further research effort, they have used a
comparatively small amount of patient data.
Therefore, to make a generalized decision, it is
important to have a deep analysis with larger pop-
ulation size, this shortcoming is resolved here by
employing a massive data sample with (52,5114)
records against 2237, 5351, 5209, and 4417 in [30]
[31], [32], [33], and [34] respectively.
Another noticeable point is the absence of critical

(death) cases, which is an important aspect of
analyzing the COVID-19 vaccine, where [30] [31]
[33], and [34] employed only mild-moderate symp-
toms. However, [32] utilizes this indicator, but with
only 3 attributes associated with it. In this work, we
employed the class (DIED) with more than 10,000
cases and 18 informative attributes. Adding the
diverse types of data, including (categorical, nomi-
nal, numerical, and discrete), as well as the diverted
categories in each attribute (up to 40 categories).
In contrast, other works only considered limited

types of data, which is another distinguished point
that differentiates our work from others, to name a
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few: [31] employ basic post-vaccination signs like
fatigue, fever, vaccine site pain … etc., and [32]
utilizes 3 attributes considered with patients that
had two vaccine doses only, while in our study first,
second and even þ2 administered doses in some
cases were utilized in the dataset.
In [34], a similar VAERS dataset was used, but we

observe that these results differ from ours where
different approaches and data preprocessing steps
were followed, as well as a different algorithm.
Finally, the authors of [32] focused mainly on the
performance side of the research by employing
numerous techniques, like algorithms voting
method to improve the classifier accuracy, and data
balancing approaches to avoid model overfitting
and get better results. While, the main scope of this
work was to study human body reactions against the
vaccine, by straightforwardly applying ML tools
without using any performance enhancement skills.

6. Conclusion

In this paper, the COVID-19 vaccine validity is
investigated by studying the human body's reaction.
An Informative dataset was adopted from the Vac-
cine Adverse Event Reporting System (VAERS) with
18 attributes and more than 52k cases to train and
test a prediction model based on a supervised
learning approach.
A sequence of intensive statistical analysis and

preprocessing steps was taken. Then three super-
vised learning algorithmsare implemented inPython
(Decision Tree DT, Support Vector Machine SVM,
and Naïve Bayes NB) to conduct two experiments.
The experiments aim to evaluate the accuracy of

the proposed prediction model; in the first

experiment a 30e70 splitting ratio was used, as 30%
of the dataset was set for testing, and 70% for
training. While in the second one, the whole dataset
was tested in the k-Fold cross-validation method,
where the model tests the algorithms for 5 rounds,
splitting the data into 20e80 ratios for each round.
In both experiments, the model exhibited prom-

ising results, along with a steady and robust
performance with an accuracy of 0.91999 and
0.91369 for the DT algorithm.
In future work, we are planning to further extend

our work to other vaccinations and disease datasets.
This can be taken a step further for predictions
based on multiple symptoms. Moreover, more
algorithms can be considered to develop an auto-
mated prediction system. A comparison then can
take place to determine the most accurate predicting
algorithm.
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