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RESEARCH PAPER

Multi-Agent System for Portfolio Profit Optimization
for Future Stock Trading

N.S.S.S.N. Usha Devi*, R. Mohan

Department of Computer Science and Engineering, National Institute of Technology Tiruchirappalli, Tuvakudi, India

Abstract

Stock trading highly contributes to the economic growth of the country. The stock trading objective is to earn profits
with buy/sell/hold decisions on the set of stocks in the portfolio. The portfolio optimization problem is finding the
decision sequence that leads to higher profit and lower risk. Portfolio optimization is challenging due to complex price
history patterns and an uncertain environment. Incorrect decisions in stock trading lead to massive losses. The proposed
Multi-Agent System for Portfolio Profit Optimization (MASPPO) aims to optimize trading profit and reduce risk with
accurate predictions. The proposed model integrates the Fuzzy c-means with the Deep reinforcement learning model.
The experimental datasets contain stock price history with 14,562 records. The MASPPO model maximizes the portfolio
profit, intending to reduce the error. The proposed model, MASPPO, showed a Root mean square error of 9.48 and a
Mean absolute error of 2.63 and outpaced the recent models in the literature. The results proved that MASPPO maxi-
mizes the portfolio profit and is reliable.

Keywords: Bi-LSTM, Fuzzy c-means, Reinforcement learning, Stock

1. Introduction

I n recent years, portfolio profit optimization has

captured attention as a means of earning high
profits and escaping risk. Portfolio optimization in-
volves predicting the decisions on the quantities of
stocks to hold/buy/sell that depend on the stock
price prediction models. Many researchers devel-
oped stock price prediction models by analyzing
datasets captured from online price history, Twitter
[1], news, and social groups. Among these, the most
prominent approach is historical price analysis,
which contains day-to-day trading transaction de-
tails. The stock historical price data is a non-linear
time series with high variance, making forecasting a
challenging problem [2].
Deep Neural Networks (DNN) [3] captured

attention as dynamic computing models in stock
value prediction. DNN is a simulation of a neural

network in the human brain that makes a decision
based on available knowledge. DNN applications
are growing in a variety of domains. There are two
popular basic DNN models: Convolutional Neural
Network (CNN) [4] and Recurrent Neural Network
(RNN) [5]. CNN has many applications in feature
extraction, image processing, and text analytics.
There are two subcategories of RNN: Gated Recur-
rent Unit (GRU) and Long Short Term Memory
(LSTM) [6]. These models are widely used in time
series analysis and sequence modelling. Due to the
simple architecture, the GRU is faster when
compared with LSTM. Various hybrid DNNs [7] are
emerging to solve problems in multiple fields.
Creating a suitable DNN for the given problem re-
quires great analysis and rigorous experimentation.
The stock market environment is uncertain [8];

hence, learning the environment with experience
using Reinforcement learning (RL) [9] can frame the
solution to the portfolio profit optimization prob-
lem. RL mimics human brain thinking in finding a
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possible decision based on previous actions and
individual results. Fig. 1 shows the RL method
learned by an artificial agent. The agent environ-
ment is represented by a collection of states and
corresponding actions. In RL, the artificial agent
follows episode-wise learning of the environment.
Each episode describes multiple steps taken by the
agent. The agent's every move in the environment
generates a positive or negative reward. Agents'
good experiences, like huge profits, are noted as
positive rewards, which is a preferable movement.
On the other hand, bitter experiences, like less

profitability and more expenditure, are noted as
negative rewards. The agent tries to avoid actions
that lead to negative rewards to receive good re-
wards in future learning.
A Multi-Agent System (MAS) consists of multiple

agents learning the environment with a policy. The
design of the learning policy depends on the type of
problem the MAS will solve. In this context, a
portfolio profit maximization model [10] is required
to optimize the profit and prediction error. The
complexity of analyzing the stock price pattern and
the dynamism in deep reinforcement learning mo-
tivates the proposed approach.
The proposed system combines Deep reinforce-

ment learning with Fuzzy c-means to reduce the
overfitting of
DNN. Fuzzy c-means a soft clustering [11] that

learns through unlabeled data where each data
point is recognized with a degree of membership

with the cluster. The strength of the belongingness
is in proportion with the amount of degree.
The following are the objectives of the present

work.

1. Develop an accurate portfolio optimization
model with real data sets.

2. Eliminate overfitting DL with Fuzzy c-means.
3. Identify a suitable method to adopt Reinforce-

ment learning with MAS for trading decisions.
4. Evaluate and compare the models in the litera-

ture and the proposed models using the
following metrics.
(i) Domain-specific: Annual Volatility (AV) and

Compound Annual Growth Rate (CAGR).
(ii) General regression: Mean Absolute Error

(MAE) andRootMean Square Error (RMSE).

The organization of the consequent sections is as
follows. Section 2 describes the related work. Sec-
tion 3 illustrates the theoretical background and
experimentation. The experiment results and dis-
cussion are explained in section 4. Section 5 in-
terprets the conclusion and future works.

2. Related work

The LSTM is proven as a real-time dynamic time
series predictive model compared with other ma-
chine learning models like SVM, variations of the
Regression model, KNN, and statistical models
ARIMA and ARMA [12]. Bi-LSTM (Bidirectional

Fig. 1. Reinforcement learning approach.
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Long Short Term Memory) [13] is an improved
version of LSTM with two-way processing capa-
bility. The Bi-LSTM learns the time series data
accurately but is a little slower than LSTM due to the
two-way learning. An adaptive Neuro-Fuzzy infer-
ence system [14] proved that integrating Fuzzy logic
improves the neural network's learning. In the
present work, accuracy is considered the critical
metric. Hence, the Bi-LSTM was chosen as a time
series predictive model. Fuzzy c-means clustering is
used in data preparation to make the model
learning easy to deal with uncertainity.
RL is a popular predictive model in which an

agent learns in an environment and makes decisions
through experience. The agent's goal is to optimize a
specific objective. In MAS, the system has multiple
objectives. NENDA3 is a portfolio selection model
with Q-learning [15]. The model has shown
considerable performance in maximizing the port-
folio profit with one stock. A DELMmodel improves
the portfolio by recommendations on the stocks
selling [16]. DELM is an Extreme Machine Learning
(EM) model developed based on Discrete Wavelet
Transformation. This model uses K-means clus-
tering to create distance-based stock groups to
predict the stock's trend; however, K-means is un-
suitable for capturing the uncertainty.
Another portfolio selection model is BPSM, which

uses EM. BPSM follows behavior-based trend pre-
diction using DL with text analytics. A multi-objec-
tive model, GAPS [17] maximizes the portfolio by
computing each decision's risk and return values so
that the portfolios selected have low risk and high
return. Shruti Mittal et al. proposed a medium and
long-term investment prediction model using Fuzzy
sets [18], a rule-based stock recommendation model
exploring various decisions. An EM model, Random
forest [19], performs portfolio allocation, achieving
considerable returns.
Integrating RL and deep neural networks is an

appropriate model for forecasting time series [20].
The RPGA is a deep reinforcement learning model
[21] that combines RL and LSTM for the forecasting
of portfolio profits. Integrating stacked deep
learning and reinforcement learning [22] is also
popular as stock portfolio prediction models. A
Multi DQN [23] model consists of a multiple agents
learning environment combining deep and Q
learning. The Q value produced by the deep
learning model determines the agent's action. Bell-
man's equation [24] is a prominent optimization
function for a deep reinforcement learning
approach to optimize the benefit of the agent
movement. The learning model must be evaluated
with the three possible stock trends using both

domain-specific and general regression metrics [25]
for proper evaluation.
The proposed model, MASPPO, integrates the

Fuzzy c-means with Bi-LSTM to deal with over-
fitting. The MAS learning was formulated to opti-
mize the profit functions based on decision
constraints. The MAS follows constraintebased
optimization with Q learning. Evaluation metrics
of the predictive models play a vital role in assessing
real-time performance. The proposed research
focused on finding suitable metrics for portfolio
optimization models.

3. Theory and experimentation

The architecture of the MASPPO is shown in
Fig. 2. The collected historical stock data is pre-
processed and then clustered using fuzzy c-means.
Bi-LSTM learns these clusters to generate an opti-
mized Q value with the Bellman Equation (1).
Multiple agents respond to these Q values to decide
on buying, selling, or holding stocks.

3.1. The workflow of MASPPO

The workflow of MASPPO activities is presented
in Fig. 3. The collected input datasets were pre-
processed by removing null entries and then
divided into training and testing datasets. The
Fuzzy c-means cluster the dataset as a data prepa-
ration method to prepare the data for learning by
the Bi-LSTM model. The deep reinforcement
learning modules run with an initialization. The
initialization includes the state and action entries
with zeros. The default decision is Hold. Then, the
Bi-LSTM is trained, tested, and ready for the pre-
diction. For each forecast, compute the new state
and the action using NewQ(S,A). This process con-
tinues till the end of the episodes. The model
evaluation is done using domain-specific and gen-
eral regression metrics.

3.2. Bidirectional long short term memory

Bi-LSTM is a DL model shown in Fig. 3. This is an
extension of LSTM with a two-way processing pol-
icy. In processing, it saves one step forward and one
step backward information. The proposed system
implements a Bi-LSTM structure consisting of four
layers: one input layer, one output layer, and two
hidden layers. The softmax was selected as the
activation function to speed up the processing. Here

ht�1
��!

indicates the output obtained in a forward pass

in the learning and htþ1

)

indicates the output in
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Fig. 3. The layered architecture of Bi-directional Long Short Term Memory.

Fig. 2. The architecture of the Multi-agent system for portfolio profit optimization.
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the backward pass. The popular function Adam is
chosen as optimization. Now, the model is ready for
Deep reinforcement learning.

3.3. Multi-agent system (MAS)

The MAS objective is to predict a stock value and
achievemaximumportfolio profit. Fig. 4 illustrates the
learning environment of the MAS. The objectives of
Agent 1 (A1) and Agent 2 (A2) are different. However,
they cooperatively work to achieve a global optimi-
zation function. A1 handles the trading decision Buy
as based on the trader's investment. A2 makes de-
cisions to Sell and Hold. In case of overlapping de-
cisions, the conflict resolution module prioritizes the
decision; the order of priority is Buy, Sell, and Hold.
For example, suppose A1 and A2 make conflicting
decisions on a stock. In that case, the conflict resolu-
tion module prioritizes the decision and returns Buy.
The advantage of this module is that it allows you to
run MAS without ambiguous decisions. So, at every
moment,MAS canmake a unique decision on a stock.
The environment of the MAS can be seen as order

pairs of state and action. Agents learn this envi-
ronment learns episode-wise. The agents produce a
sequence of steps for each episode run. Agent
learning starts with observation. It receives a posi-
tive/negative reward for every action. Agent must

move towards positive rewards to optimize the
target. The mathematical model for agent learning is
given in equation (1).

NewQðS;AÞ ¼ QðS;AÞþ
a
�
RðS;AÞ þ gMaxQl

�
Sl;Al

��QðS;AÞ� ð1Þ

a: Determines the agent's learning rate.
Q(S, A): The Q value at state, S for a specific action,

A
g: Immediate reward representing the discount

rate.
R (S, A): Reward obtained by action A at state S.
MaxQj(Sj,Aj): Highest expected future reward by

estimated Action Aj at estimated state Sj

3.4. Deep reinforcement learning

In episode-wise agent learning, the deep rein-
forcement learning objective is to optimize the Q-
value to make a decision. In each episode, the agent
may decide to stay in the same state or transition to
the next state based on the Q-table. The following
procedure demonstrates the deep reinforcement
learning approach to obtaining maximum trading
profit with an optimized Q-value.

1. Assign zeros to all the (State, Action) entries.
2. Train the Bi-LSTM.

Fig. 4. The workflow of the activities in the MASPPO.
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3. Compute Bellman's equation using (1).
4. ObtainQ value andupdate the entries (Action, Q).
5. Until all entries in the table are filled in, or all

episodes are completed, repeat step 3.

3.5. Problem formulation

The portfolio consists of set of stocks {s1, s2, s3 …

sk}, with costs {c1, c2,… ck}, each stock might have
different quantities say {n1, n2, …. nk}. Consider the
following linear equations (2) and (3) for trading
profit at time t þ 1.
MASPPO aims to maximize the P(t þ 1) by taking

one of three decisions: Hold, Buy, and Sell as per the
investor amount with a target � 5 % profit. Here, the
investors can make the Sell and Hold decisions. But
to buy stocks, the investment needs to be consid-
ered. Agent 1 (A1) optimizes the Hit and Sit in the
cooperative MAS environment, and Agent 2 (A2)
optimizes the Bit. The artificial agent learning will
proceed with the following assumptions.

Assumption 1. The agents are finding the solution
in a cooperative environment that is fully observ-
able, sequential, and stochastic.

Assumption 2. The agent's decisions, Buy, Hold,
and Sell, are discrete.

Assumption 3. The order of priority for the de-
cisions as Buy, Sell, and Hold to deal with conflict
issues.

Remarks 1. System equation (2) and equation (3)
are different from equation (1), and they solve
another optimization problem.

Pðtþ1Þ¼ IðtÞ þHit þ Sit ð2Þ

IðtÞ¼
X

Bitðnit; citÞ ¼ n1tc2tþn2tc2tþn3tc3tþ:::þnktckt

ð3Þ

4. Results and discussion

In this work, we have experimented with port-
folio optimization using proposed and existing
models. The steps in the experimentation and the
discussion on the performance of the models are as
follows.

Fig. 5. Day-wise stock price in rupees for the six input stocks.
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4.1. Data framing for the experimentation

The experimental data consists of day-to-day
stock trading history collected from 8th August 2016
to 31st March 2023. These datasets were real, and
they were collected from online portals. The stocks
WIPRO, TCS, BHARTARTL, SBIN, NXTDIGITAL,
and PNB demonstrate sideways, upward, and
downward trends. The experimental datasets were
generated in three steps. Firstly, time order sum-
marization of the data collected from the Bombay
Stock Exchange (BSE), Yahoo Finance, and National
Stock Exchange (NSE) websites. The dataset size for
each stock is 2427 for the trading days from 8th

August 2016 to 31st March 2023. Fig. 5 Illustrate the
input stock datasets. The total size of the price his-
tory data is 14,562 for the six stocks.
In the second step, these datasets were pre-

processed by eliminating the entities with null
values. Then, the prominent features of the dataset
were extracted, such as date and close price, which
play a crucial role in predicting the stock value,
among the other features: Volume, high, low, adja-
cent close, and open price. In the final step, each
dataset was separated into training and testing with
70 % and 30 %, respectively. Then, testing data
consists of 728 days of history records from 4th
March 2021 to 31st March 2023. The training data

Fig. 6. The prediction of total returns by learning models for the stock datasets.

Table 1. The RMSE and MAE of the proposed and existing models for the stock datasets.

Model/Stock
Dataset

Proposed Model RPGA [21] Random Forest
[19]

Feature Extrac-
tion [18]c ¼ 3 c ¼ 6 c ¼ 9

RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE

WIPRO 61.29 6.65 11.03 2.77 116.32 9.37 64.88 6.66 51.64 6.27 84.06 8.00
TCS 117.69 9.38 37.22 5.22 113.78 9.18 60.67 6.59 80.24 7.76 80.24 7.73
BHARATARTL 68.20 7.12 17.70 3.56 106.67 8.69 55.93 6.10 115.39 9.05 82.05 7.88
SBIN 63.67 6.77 9.48 2.63 107.72 8.99 10.28 2.77 51.42 6.24 79.17 7.66
NXTDIGITAL 63.36 6.75 10.35 2.80 115.44 9.40 18.56 3.52 50.28 6.15 83.28 8.00
PNB 59.42 6.52 10.01 2.73 122.19 9.65 37.01 5.19 54.76 6.41 80.69 7.78
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consists of 1699 days of history records from 8th
August 2016 to 3rd March 2021. Now, the datasets
were ready to input to the existing and proposed
models.

4.2. Evaluation metrics

The proposed and existing models were evaluated
using the following metrics for comparison analysis.

AV and CAGR are the domainespecific and were
computed using equations (4) and (5). The annual-
ized volatility represents the fluctuations of invest-
ment throughout a particular period. The CAGR (%)
means the stock's total returns aggregate.
MAE and RMSE are essential metrics to evaluate

regression models computed using Equation (6)
and Equation (7). The MAE gives the absolute
difference between the predicted and actual values.

Table 2. Compound annual growth rate (%) computation results and Annualized volatility.

Stock Metrics/Models Proposed Model RPGA [21] Random
Forest [19]

Feature
Extraction [18]

c ¼ 3 c ¼ 6 c ¼ 9

WIPRO CAGR 85 81 117 84 104 103
AV 0.76 0.82 0.86 0.76 0.74 0.69

TCS CAGR 156 165 155 159 162 160
AV 0.66 0.66 0.66 0.66 0.66 0.65

BHARATARTL CAGR 149 122 127 137 145 129
AV 0.73 0.76 0.7 0.75 0.71 0.68

SBIN CAGR 1411 1276 1701 1630 1638 1403
AV 0.86 0.89 0.92 0.80 0.71 0.71

NXTDIGITAL CAGR �98 �98 �97 �98 �98 �97
AV 1.14 1.23 1.31 1.13 0.97 0.99

PNB CAGR 681 85 282 124 299 157
AV 5.42 5.89 8.33 5.00 2.09 1.86

Fig. 7. The compound annual growth rate (%) obtained for the stock datasets.
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RMSE gives the square root of the average squared
error computed for 250 average trading days per
year.

CAGRð%Þ¼
�
Final Price
Initial Price

� 1
ðNumber of YearsÞ �1 ð4Þ

Annulized Voltility¼Standard deviation of Daily Returns

� Square root ðAverage trading daysÞ
ð5Þ

RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1ðActual i � Predicted iÞ 2

N

s
ð6Þ

MAE¼ 1
N

XN
i¼1

jActual i � Predicted ij ð7Þ

4.3. Model parameters

Fuzzy c-means: The Fuzzy c-means performs the
soft clustering on the input datasets. The c value is
chosen as multiples of 3, i.e., 3, 6, and 9, as the
clusters should cover the possible up, down, and
sideways trends.
Bi-LSTM: Configuration of Bi-LSTM consists of

two hidden, one input and one output layer. The
optimizer is Adam, with batch size ¼ 32.
Reinforcement Learning: The Initial state of the

decision is Hold, and the remaining parameters of
the Q table are zeros.
Model Evaluation: The computation of CAGR

considers the risk factor to be 2 %, and the testing
period is 2.7 years. The average trading days are
equal to 250 for the calculation of AV.

4.4. The existing and proposed models’ evaluation

Existing and proposed systems computed the total
returns for the input stock datasets, as shown in
Fig. 6. These models were evaluated using 1. Gen-
eral regression metrics RMSE and MAE and 2.
domain-specific using metrics CAGR (%) and AV.
The summaries of the results are shown in Tables 1

and 2. Fig. 7 illustrates the CAGR (%) obtained by the
stocks. The major observation is that for SBIN stock,
the CAGR is high, i.e., 1630 % (Table 2) for the RPGA
model when compared with other models. However,
the accuracy metrics, the RMSE and MAE, are 10.28
and 2.77, respectively (Table 1), greater than the
metrics of the proposed system with c ¼ 6. The stock
recommendation based on the CAGR without
considering general regression metrics leads to
overfitting or underfitting conditions. The proposed

model with Fuzzy c-means with c ¼ 6 achieved
higher accuracy with an RMSE of 9.48 and an MAE
of 2.63.

5. Conclusion and future scope

This research work develops the integration of
Fuzzy c-means with a Multi-agent Deep reinforce-
ment learning model for portfolio profit maximiza-
tion. The experiment was carried out on six stocks
that covered upward, downward, and sideways
trends for 2427 days with 14,562 records.
The overfitting of the Bi-LSTM was overcome by

Fuzzy-c means. The experiment results showed that
both domainespecific and general regression model
evaluation metrics must be computed to predict the
optimized portfolio profit.
The results showed that MASPPO achieved an

RMSE of 9.48 and MAE of 2.63 and outpaced the
recent models in the literature. This model is easily
applied in real-time scenarios and is simple to
implement. However, the present simple MAS
conflict resolution with prioritization may not al-
ways be efficient. In the future, this work can be
enhanced by defining an intelligent MAS conflict
resolution model for decision-making with intelli-
gence. The other enhancement can be to adopt
explainable Artificial Intelligence (AI) to meet the
investor's satisfaction and to improve the model
utilization.
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