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Abstract Abstract 
At present, several botanists still rely on the use of manual estimating methods to assess the carbon 
content in mangrove. However, these methods have been reported to be extremely time-consuming, 
showing the need to develop a system for prediction. An effective solution lies in the creation of an 
artificial intelligence application, which can provide rapid and cost-effective results. In constructing this 
application, careful consideration must be given to the selection of parameters or attributes. Species is an 
essential parameter for the assessment of carbon content, but its determination has proven to be 
challenging due to the similarities of mangrove. The occurrence of errors in identifying species can lead 
to inaccurate prediction in a given tree. To address this challenge, the identification process can be 
greatly improved by leveraging plant morphology, particularly leaf. Previous reports have shown that leaf 
exhibits distinctive morphological features, and the application of geometric mathematics proved 
instrumental in extracting these characteristics. Therefore, this study aimed to extract the shape of 
mangrove leaf images using morphometric features. Based on the features obtained, a classification was 
performed to identify mangrove species using a machine learning algorithm, Support Vector Machine 
(SVM). The results showed that the geometric method was effective in extracting values for roundness, 
solidity, eccentricity, convexity, compactness, elongation, rectangularity, and aspect ratio. The analysis of 
each feature showed that the roundness feature could be used to effectively distinguish the 4 mangrove 
species. Furthermore, the classification results using SVM obtained the highest average accuracy of 
91.26%. 
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Abstract

At present, several botanists still rely on manual estimating methods to assess the carbon content in mangroves.
However, these methods have been reported to be extremely time-consuming, showing the need to develop a system for
prediction. An effective solution lies in the creation of an artificial intelligence application that can provide rapid and
cost-effective results. In constructing this application, careful consideration must be given to the selection of parameters
or attributes. Species are essential parameters for the assessment of carbon content, but their determination has proven to
be challenging due to the similarities between mangroves. The occurrence of errors in identifying species can lead to
inaccurate prediction in a given tree. To address this challenge, the identification process can be greatly improved by
leveraging plant morphology, particularly leaf. Previous reports have shown that leaf exhibits distinctive morphological
features, and the application of geometric mathematics proved instrumental in extracting these characteristics. Therefore,
this study aimed to extract the shape of mangrove leaf images using morphometric features. Based on the features
obtained, a classification was performed to identify mangrove species using a machine learning algorithm, Support
Vector Machine (SVM). SVM is able to solve high-dimensional problems, apply Structural Risk Minimization (SRM)
strategies, and has a theoretical basis that can be analyzed clearly, so it is possible to use it as an innovative approach to
identify mangrove species. The results showed that the geometric method was effective in extracting values for
roundness, solidity, eccentricity, convexity, compactness, elongation, rectangularity, and aspect ratio. The analysis of
each feature showed that the roundness feature could be used to distinguish the 4 mangrove species effectively.
Furthermore, the classification results using SVM obtained the highest average accuracy of 91.26%.
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1. Introduction

T he sea and coastal areas are integrated eco-
systems, which have been reported to have

reciprocal correlations. Furthermore, several studies
showed that Indonesian forests played an essential
role in the sustainability of the world's environ-
mental ecosystems [1]. Indonesian forest area com-
prises several types of forest, including mangroves,

which have a significant role in absorbing and
storing carbon [2].
The amount of carbon sequestration stored in

mangroves must be calculated to address global
climate concerns and increase the function of this
forest type [3]. Several botanists still manually esti-
mate the amount of carbon, leading to the con-
sumption of an extended period. To overcome this
challenge, there is a need to build a system in the
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form of an artificial intelligence application installed
on botanists' smartphones. The development of this
application comprises several stages, including col-
lecting data on mangrove species, building the best
model, and creating the model into an application.
The parameters or attributes for constructing the

optimal model must be carefully selected, with
species being an essential factor [4]. Species are the
main factor due to their role as the basis for choosing
the appropriate allometric equation for predicting
carbon. However, botanists still experience diffi-
culties in identifying mangrove species accurately
because of similarities. Errors during the identifica-
tion process can lead to inaccurate estimation of the
carbon content in a tree. Due to the importance of
species identification in calculating the amount of
sequestration, an accurate and effective system is
needed.
The identification process can be facilitated

through the use of plant morphology, which serves
to describe the shape or form of plants. Leaves, in
particular, emerge as critical components for this
process, possessing distinctive characteristics that
vary from one plant to another [5]. Furthermore, the
main distinguishing characteristics of each plant
type, e.g., shape and venation, are readily available
in leaves. Extracting the morphometric features of
leaf shape and venation comprise the application of
geometrical mathematics. The process entails
determining the venation point and leaf shape po-
sition using the geometry coordinates. Several
studies showed that the coordinate values could be
used to calculate angles, distances, venation, and
leaf shape lengths.
Several findings have been conducted regarding

the extraction of leaf-shaped morphometric fea-
tures. For example [6], performed morphometric
feature extraction of the Flavia leaf shape data set.
The features extracted from the venation structure
include width, length, area, perimeter, aspect ratio,
rectangularity, and elongation [7]. Extracted leaf
shape morphometric features by calculating Diam-
eter, Convex hull, Solidity, and Roundness values.
Furthermore [8], performed extraction using leaf
shape morphometric features by calculating the
value of position, distance, slope, curvature, and
changes in landmark angles. The values calculation
is used as a leaf shape feature.
Image classification is a method used to classify

information obtained from the observed image,
while Support Vector Machine (SVM) is one of the
classification methods for grouping images [9]. Pre-
viously performed plant identification on Shorea
species using the SVM algorithm with 84.46% accu-
racy. Furthermore [10], also conducted classification

on Sugar beet, Pigweed, Lamb's quarters, Hare's-ear
mustard, and Turnip weed species using the SVM
algorithm, with 82.42% accuracy [11]. Studied grape
varieties using the same method and obtained an
accuracy of 92.94%. SVM has also been used for so-
cial media user personality prediction, where good
results were obtained with 95.06% accuracy [12]. [13]
also explored the classification of diseases in banana
plants using the SVM algorithm and obtained 90.9%
accuracy.
Therefore, this study aims to extract the shape of a

Mangrove leaf image using morphometric features.
Leaf shape feature extraction results were expected
to produce several characteristics, including leaf
area, leaf perimeter, leaf length, leaf width, convex
hull area, convex hull perimeter, convexity, aspect
ratio, roundness, solidity, rectangularity, elongation,
compactness, and eccentricity. From the character-
istics obtained, a classification was performed to
identify mangrove species using a machine learning
algorithm, SVM. SVM is able to solve high-dimen-
sional problems, apply Structural Risk Minimization
(SRM) strategies, and has a theoretical basis that can
be analyzed clearly, so it is possible to be used as an
innovative approach to identify mangrove species
[14]. The main contributions of this research can be
summarized as follows:

� This research is the first research that uses a
specific data set of mangrove species by
extracting morphometric features of leaf shape
(leaf area, leaf perimeter, leaf length, leaf
width, convex hull area, convex hull perimeter,
convexity, aspect ratio, roundness, solidity,
rectangularity, elongation, compactness, and
eccentricity) as parameters and targets for SVM
classification.

� This research shows a close to state-of-the-art
performance using the SVM algorithm and 14
feature extraction parameters and 4 targets
(Rhizophora stylosa, Rhizophora apiculata, Bru-
guiera cylindrica, and Avicennia marina).

� The efficient and low-resource nature of ma-
chine learning algorithmic models makes them
easy to adapt and implement on mobile devices
or embedded.

2. Research method

The stages of the study process can be seen in
Fig. 1, including data collection, feature extraction,
data sharing, parameter optimization, classification
model creation, and model evaluation. Each of the
stages was explained in detail in the next sub-
chapter.
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2.1. Data collection

Data collection was carried out on several
mangrove forests in Lontar Village and Burung Is-
land, Serang City, Banten Province, by taking 30e50
leaves per tree, followed by an image process. The
image retrieval process was performed using a
scanner to obtain a total of 2231 samples, including
528 R. stylosa leaves, 573 R. apiculata, 544 B. cylin-
drica, and 586 A. marina images.

2.2. Feature extraction

The method used for morphometric feature
extraction is geometric mathematics. The geometric

mathematics method aims to analyze and extract the
shape or structure characteristics of objects, such as
the shape of mangrove leaves [15]. Some main as-
pects of geometric mathematics relevant to leaf
morphometric extraction involve coordinates, size,
comparison, and contour analysis. Initially, geome-
try deals with coordinates and positioning to
represent objects within an area using coordinates
as a foundation. The relative positions of points or
features on mangrove leaves can be. They are
quantified through geometric coordinates [16].
Additionally, geometry introduces concepts like line
length distances between points and other geo-
metric measurements to assess the dimensions of
mangrove leaves and their characteristics [17]. Such
data is commonly utilized in morphometry to
enhance our understanding of leaf shapes. More-
over, geometry facilitates comparisons between
objects' lengths, widths, and heights [18]. It also aids
in examining object contours, measuring curvature,
or identifying features within shapes.
Feature extraction was utilized to capture the at-

tributes in each mangrove leaf's morphology. The
morphological features of these leaves were used in
this study, which consisted of the main features,
such as Leaf Area (LA), Leaf Perimeter (LP), Leaf
Length (LL), Leaf Width (LW), Convex Area (CA),
and Convex Perimeter (CP). Furthermore, the fea-
tures were assessed using ImageJ, an image analysis
software, a free application that performs Java-
based digital processing and derived features. The
process was carried out through the calculation of
the main featured combinations, including Con-
vexity (C), Aspect Ratio (AR), Roundness (R), So-
lidity (S), Rectangularity (RC), Elongation (E),
Compactness (CN), and Eccentricity (EC). The
equation of the derived feature formula is presented
in Table 1 [19].

2.3. Data scaling

Data Scaling or normalization was done by con-
verting numeric values in a data set to a standard
scale without distorting differences in the range of
values. Furthermore, data scaling could help assist
the learning process in machine learning [20]. Due
to the data extraction features of mangrove leaf
shapes, the data were scaled using the Standardi-
zation (Zero-Mean) method, and it was based on the
mean and standard deviation. Standardization of a
data set comprised changing the scale of the distri-
bution of values to ensure that the observed mean
value was 0 and the standard deviation was 1 [20].
The standard deviation was calculated using Equa-
tion (1).

Fig. 1. Research stages.
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xstd¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N� 1

XN

i¼1
ðxi � xmeanÞ2

r
ð1Þ

xmean is the average of the data. Data scaling can be
calculated with Equation (2).

x0i¼
xi � xmean

xstd
ð2Þ

x0i is the value after the standardization, xi The
initial value of the variables and xstd is the standard
deviation of the variable xi.

2.4. Data splitting

Data distribution was performed before classifi-
cation, and the data were divided into 2 categories:
training and testing. The distribution used k-fold
cross-validation to ensure the classification results
represented the data. First, the data were divided
into k parts or folds, and each received an equal
allocation. One-fold served as testing data, while the
other was training data. The process of distributing
testing and training data was iterated k times to

derive the average accuracy for each model [21]. An
illustration of data sharing is shown in Fig. 2.

2.5. Classification

The model development used SVM, which
comprised 3 processes, including optimization of
SVM parameters, model selection, and model
evaluation.

2.5.1. Optimization of SVM parameters
The first stage in model development was

parameter optimization. This stage aimed to deter-
mine the best C and gamma (g) kernel radial basis
function (RBF) parameters for data training. C
served as the parameter for outlier tolerance. It
determined the decision boundary parameter, and g
controlled how much impact one data point has on
the formation of the margin in the RBF kernel [22].

2.5.2. Model selection
At this stage, the model selection was performed

using the K-fold cross-validation method, which
reduced the bias in constructing the SVM model.
Employing the K-fold cross-validation method also
prevented models from becoming overly fitted to
the data. The results showed that the K value given
to the K-fold cross-validation was 5. After obtaining
5 models from SVM model development, the se-
lection was based on the accuracy in effectively
representing the data.

2.5.3. Model evaluation
The confusion matrix presented information on

the class and the classifier's predicted results.
Furthermore, it was a valuable tool for assessing the
model performance in classifying data [23]. The
matrix comprised 4 key terms [24]:

� True Positive (TP): correctly classified positive
data.

Fig. 2. Illustration of 5-fold cross-validation, gray box as testing data.

Table 1. Equations of derived feature formula.

Morphological Features Formula

Roundness 4� p� Leaf Area
Convex Perimeter2

Solidity Leaf Area
Convex Area

Eccentricity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Leaf Length2 - Leaf Width2

q
Leaf Length

Convexity Convex Perimeter
Perimeter

Compactness 4� p� Leaf Area
Perimeter2

Elongation
1 � Leaf Width

Leaf Length
Rectangularity Leaf Width� Leaf Length

Leaf Area
Aspect ratio Leaf Length

Leaf Area
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� True Negative (TN): the number of correctly
classified negative data.

� False Positive (FP): the number of negative data
classified as positive.

� False Negative (FN): the number of positive data
classified as negative.

TP and TN showed that the classifier identified
the data correctly, while FP and FN signified that the
classifier identified the data incorrectly. Table 2
presents the confusion matrix based on the pro-
cedures proposed by Ref. [24].
Based on the confusion matrix, the results could

be evaluated by calculating the accuracy, precision,
and sensitivity values using equations (3)e(5),
respectively.

Accuracy¼ TPþ TN
TPþ TN þ FPþ FN

� 100 ð3Þ

Precision¼ TP
TPþ FP

ð4Þ

Sensitivity¼ TP
TPþ FN

ð5Þ

3. Results

3.1. Feature extraction

Some features/traits must be extracted first to
recognize objects in an image. Furthermore, the
features extracted from mangrove leaves included
leaf area (LA), leaf perimeter (LP), leaf length (LL),
leaf width (LW), convex area (CA), and convex
perimeter (CP) (Fig. 3), and the results were pre-
sented in Table 3.
The other features used were derived morpho-

logical features, which were obtained from the
proportion of the main feature, such as roundness
(RN), solidity (SL), eccentricity (EC), convexity (CX),
compactness (CN), elongation (EG), rectangularity
(RC), and aspect ratio (AR). Table 4 presents several
examples of extracting derived features from the 4
mangrove species.
The derived characteristics used included RN, SL,

EC, CX, CN, EG, RC, and AR. Based on these derived
characteristics, the level of roundness of the object

was determined from the roundness value, the
density of the object shape was assessed using the
solidity value, and the ratio of the distance between
the foci of the ellipse to the length of the central axis
(major axis) of an object was determined with the
eccentricity value. Furthermore, the convexity of the
object shape was evaluated with convexity value, the
convex nature was assessed using the compactness
value, and the slenderness of an object was
measured based on the elongation value. Describing
the similarity of the object shape to a box shape was

Table 2. Confusion matrix.

Prediction Class

Positive Negative

Actual class Positive TP FP
Negative FN TN

Fig. 3. Main features of mangrove leaf morphology: (a) Original Image,
(b) Leaf area, (c) Leaf perimeter, (d) Leaf length and width, (e) Convex
area, and (f) Convex perimeter.

Table 3. Feature extraction results for leaf area, leaf perimeter, leaf
length, leaf width, convex area, convex perimeter.

LA LP LL LW CA CP

8.18 3.79 19.59 20.2 2174.5 30.89
7.92 3.45 16.78 19.07 2083.5 27.21
8.65 3.76 21.33 20.8 2274.8 32.41
7.96 3.06 14.97 18.82 2057.5 24.29
6.76 3.14 13.76 16.48 1797.7 21.16
7.19 3.02 13.19 17.1 1881.5 21.67
7.92 3.4 16.16 19.03 2078.2 26.84
. . . . . .
. . . . . .
. . . . . .
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based on the rectangularity value, while comparing
the length and width of the object was performed
using the aspect ratio value. In Fig. 4, a boxplot of the
roundness characteristics of the 4 mangrove species
was presented. All mangrove species had outliers
for the roundness characteristic, while R. apicu-
lata species had extremities (546th data). The highest
data diversity was shown by R. stylosa, and the lowest
was B. cylindrica. Among the 4 mangrove species, R.
apiculata, B. cylindrica, and R. stylosa had a distribu-
tion pattern close to symmetrical, showing that the
average data was the same as the median. For A.
marina, the slope of the data distribution pattern was
negative, showing that the average value of A. marina
was below the median (skewness). The data

distribution from all mangrove species showed that
the roundness feature could only distinguish A.
marina and B. cylindrica effectively.
In Fig. 5, a boxplot depicted the solidity charac-

teristics of the four mangrove species. Compared to
the roundness, all species also exhibited outliers in
solidity, with Rhizophora apiculate showing extremes
at 546th data. The highest data diversity was shown
by R. apiculate, while the lowest was A. marina.
Among the 4 species, R. stylosa, apiculate, and A.
marina showed a distribution pattern close to sym-
metry, which indicated concordance between
average data and the median. B. cylindrica showed a
negative slope, implying that the average value was
above the median (skewness). Furthermore, the so-
lidity feature effectively distinguished R. stylosa, B.
cylindrica, and A. marina among the 4 mangrove
species.
In the analysis of eccentricity characteristics pre-

sented for mangrove species (Fig. 6), outliers and
extremities were observed across all species, specif-
ically at the 349th, 719th, 944th, 1492nd, 1578th,
1812nd, and 2145th data points. The highest data
diversity was shown by A. marina, while R. apiculate
had the lowest. Furthermore, all 4 mangrove species
showed a distribution pattern close to symmetrical,
implying that the average data were the same as the
median. The data distribution from all mangrove
species showed that the eccentricity feature could
distinguish Rhizophora apiculate from other species.

Table 4. Results of derived feature extraction roundness, solidity, ec-
centricity, convexity, compactness, elongation, rectangularity, and
aspect ratio.

RN SL EC CX CN E RC AR

0.66 0.015 0.90 2.42 20.2 0.56 0.66 2.28
0.64 0.013 0.91 2.24 18.0 0.59 0.64 2.42
0.55 0.009 0.93 1.81 12.6 0.64 0.55 2.82
0.61 0.009 0.91 1.52 12.6 0.58 0.61 2.36
0.58 0.012 0.89 2.27 16.6 0.55 0.58 2.22
0.61 0.012 0.88 2.04 15.8 0.53 0.61 2.12
0.64 0.006 0.92 1.08 8.80 0.59 0.64 2.49
0.66 0.008 0.81 1.36 11.3 0.56 0.66 2.29
. . . . . . . .
. . . . . . . .
. . . . . . . .

Fig. 4. Boxplot feature roundness.
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In Fig. 7, a boxplot of the convexity characteristics
of the 4 mangrove species was presented. All the
species had outliers in convexity characteristics,
while R. apiculate species had extremities at 546th
data. The highest data diversity was shown by R.

apiculate, while the lowest was observed in A.
marina. Among the samples, R. stylosa, apiculate, B.
cylindrica, and A. marina had a distribution pattern
close to symmetrical, showing that the average data
was the same as the median. The distribution

Fig. 5. Boxplot of solidity features.

Fig. 6. Boxplot of eccentricity features.
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pattern of the convexity feature in all samples
showed effective differentiation between A. marina
and other species.
As depicted in Fig. 8, a boxplot of the compactness

characteristics of the 4 samples was displayed. All

species had outliers in compactness, while R. apic-
ulate species had extremities (546th data). The
highest data diversity was shown by R. apiculate,
while the lowest was found in A. marina. Among the
4 mangrove species, A. marina and apiculate had a

Fig. 7. Boxplot of convexity features.

Fig. 8. Boxplot feature of compactness.
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distribution pattern close to symmetrical, showing
that the average data were the same as the median.
For B. cylindrica and R. stylosa, the slope of the data
distribution pattern was negative. This showed that
the average value of B. cylindrica and R. stylosa was
above the median (skewness). Furthermore, the data
distribution from all mangrove species showed that
the compactness feature could distinguish A. marina
and other species effectively.
Based on Fig. 9, a boxplot of the elongation char-

acteristics presented 4 mangrove species. All the
samples had outliers in elongation characteristics,
while A. marina species had extremities (2136th
data). A. marina showed the highest data diversity,
while the lowest was observed in B. cylindrica.
Among the 4 mangrove species, R. stylosa, apiculate,
and B. cylindrica had a distribution pattern close to
symmetrical, showing that the average data were
the same as the median. For A. marina, the slope of
the data distribution pattern was negative, showing
that the average value of A. marina was above the
median (skewness). The data distribution among the
samples showed that the elongation feature effec-
tively distinguished R. apiculate and other species.
In Fig. 10, a boxplot showed the rectangularity of

the four mangrove species, and all species exhibited
outliers in rectangularity, while R. apiculate species
displayed extremes (546th data). R. stylosa and the
lowest showed the highest data diversity found in B.
cylindrica. Among the samples, A. marina showed a

distribution pattern close to symmetrical, which
indicated equality between the average data and the
median. For R. stylosa, R. apiculate, and B. cylindrica,
the slope of the data distribution pattern was
negative, and this showed that the average value of
R. stylosa, R. apiculate, and B. cylindrica was skew-
ness. The data distribution from all species showed
that the rectangularity feature could distinguish A.
marina and B. cylindrica.
Fig. 11 presents a boxplot that depicted the aspect

ratio features of the 4 mangrove species, and all
samples exhibited outliers in all aspect ratios, with
R. apiculate, B. cylindrica, and A. marina displaying
extremes (719th data, 944th data, 1492nd data,
1578th data, 7th data 1812, and 2145 data). The
highest data diversity was shown by R. apiculate,
while the lowest was observed in B. cylindrica.
Among the 4 mangrove species, R. stylosa, B. cylin-
drica, and A. marina had a distribution pattern that
was close to symmetrical, showing that the average
data were the same as the median. For R. apiculate,
the slope of the data distribution pattern was posi-
tive. This showed that the average value was above
the median, and the distribution of data from all
mangrove species indicated the ability of the aspect
ratio feature to distinguish R. apiculate and other
species effectively.
Summarizing all figures (Figs. 4e11), showing the

species that can be distinguished based on graph
parameters (Table 5).

Fig. 9. Boxplot of elongation features.
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3.2. Data scaling

In machine learning, only some datasets required
normalization, but it became essential when fea-
tures exhibited varying ranges, as seen in the leaf

venation feature data set. Each leaf venation feature
had a distinct scale, which ranged from 0 to thou-
sands. Furthermore, data from 14 features was
presented in Tables 3 and 4 before normalization,
which underscored significant scale differences,

Fig. 10. Rectangularity feature boxplot.

Fig. 11. Boxplot of aspect ratio features.
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specifically between convex area and solidity fea-
tures. These large-scale differences could increase
the computations performed by machine learning
algorithms. To optimize the performance of the
machine learning algorithm, it was necessary to
normalize the data when the scale difference in the
data was significant. The results of zero-mean
normalization on the mangrove leaf shape feature
data set were shown in Tables 6 and 7, where it
changed the scale of the average value to 0, and the
standard deviation became 1. Despite this, each
feature maintained a different scale (not in the same
interval), and the standardized mangrove leaf shape
feature data set was used to test the performance of
the SVM algorithm.

3.3. Data splitting

The model development employed 5-fold cross-
validation, which divided the data into 80% for
training and 20% for testing. The results of each
class data distribution are presented in Table 8.

3.4. Classification model selection

The SVM classification model was built using the
RBF kernel, with the best C and g parameter values
obtained. The best values of C and g parameters
selected for making the classification model were
C ¼ 10,000 and g ¼ 0.1. The value of parameter C
determined the significance level of the penalty, and
the greater the C value, the greater the penalty
given to the classification error. This showed the
training process ran tighter and closer to the SVM
hard margin (the risk of overfitting increases). When
the C value was reduced, the classification error
penalty was minor. Consequently, the training
process became “tolerant” of data noise, and the risk
of underfitting increased. For the parameter g, the
magnitude of g represented the width of the vari-
ance. This meant that the penalty size and the width
of the variance used in this study were both small.
The detailed accuracy values for each model of the
best C and g pairs are presented in Table 9.
The selection of the classification model from the 5

models built used the best pair of C and g values,
which examined the accuracy of each of them. In
this study, the classification model with the best
accuracy was selected, which included the fifth fold,
with an accuracy of 92.43%. In comparison, the ac-
curacy of the average value generated from the five
folds was also relatively good, with an accuracy
value of 91.26%.

Table 5. Summarizing all figures (Figs. 4e11).

Fig Feature Difference

4 Roundness Avicennia marina and Bruguiera cylindrica
5 Solidity Rhizophora apiculate and other species
6 Eccentricity Rhizophora apiculate and other species
7 Convexity Avicennia marina and other species
8 Compactness Avicennia marina and other species
9 Elongation Rhizophora apiculate and other species
10 Rectangularity Avicennia marina and Bruguiera cylindrica
11 Aspect Ratio Rhizophora apiculate and other species

Table 6. Results of normalization of leaf area features, leaf perimeter,
leaf length, leaf width, convex area, convex perimeter.

LA LP LL LW CA CP

�0.53 �0.25 �0.41 �0.43 �0.50 �0.46
�0.63 �0.56 �0.57 �0.60 �0.63 �0.62
�0.36 �0.27 �0.30 �0.34 �0.35 �0.40
�0.62 �0.92 �0.67 �0.64 �0.67 �0.75
�1.07 �0.85 �0.75 �0.99 �1.04 �0.89
�0.91 �0.96 �0.78 �0.90 �0.92 �0.87
�0.63 �0.61 �0.61 �0.61 �0.64 �0.64
. . . . . .
. . . . . .
. . . . . .

Table 7. Results of normalization of derived features roundness, solidity,
eccentricity, convexity, compactness, elongation, rectangularity, and
aspect ratio.

RN SL EC CX CN E RC AR

0.13 1.66 0.03 0.82 1.80 �0.18 0.13 �0.27
�0.02 1.08 0.13 0.61 1.22 0.25 �0.02 0.12
0.08 0.30 0.43 0.13 0.39 1.69 0.08 1.82
0.01 �0.01 0.48 �0.03 �0.72 1.98 0.01 2.27
�0.43 0.70 �0.03 0.65 0.83 �0.42 �0.43 �0.46
�0.19 0.62 �0.12 0.39 0.63 �0.76 �0.19 �0.72
0.02 �1.17 0.18 �0.69 �1.25 0.47 0.02 0.34
0.12 �0.54 0.03 �0.37 �0.57 �0.15 0.12 �0.24
. . . . . . . .
. . . . . . . .
. . . . . . . .

Table 8. Training data and testing data.

Mangrove Species Total Training data Testing data

Rhizophora stylosa 528 422 106
Rhizophora apiculata 573 458 115
Bruguiera cylindrica 544 435 109
Avicennia marina 586 469 117
Total 2231 1784 447

Table 9. Details of the accuracy values for each model from the best pair
C and g.

Fold Accuracy

1 91.56%
2 90.76%
3 90.76%
4 90.76%
5 92.43%
Average 91.26%

242 I. Ariawan et al. / Karbala International Journal of Modern Science 10 (2024) 232e245



3.5. Classification model evaluation

At this stage, the classification model was evalu-
ated to test each class's accuracy using 20% of the
test data. The amount of test data in each class is
presented in Table 8. The average accuracy of the
test results for each class differed from the model
accuracy in the selected fold. This was because the
accuracy of the test results on the fold was based on
the classification discriminant function. Meanwhile,
the accuracy of testing each class was based on the
probability value of the classifier prediction results.
A comparison of the accuracy of each class is pre-
sented in Fig. 12.
Based on Fig. 12, the average accuracy obtained

from the test results for each type of mangrove
species was 95.56%. The results showed that B.
cylindrica was the best class, with an accuracy of
96.01%. Furthermore, the measured performance of
a classification model could be performed by
calculating the value of precision and sensitivity,
and the comparison is shown in Fig. 13.
The average precision value was 92.00%, and the

sensitivity was 91.00%, as shown in Fig. 13. The re-
sults showed that the difference in value between
precision and sensitivity was moderate. This showed
that the performance of the classification model built
was relatively good. Based on the results, it could be
concluded that the geometric features used were
quite effective due to the high accuracy.

4. Discussion

Determining mangrove species has several chal-
lenges. Identifying types of mangrove species pre-
sents several obstacles. The primary difficulty lies

in the variations in characteristics among mangrove
species, particularly in leaf shape and size, which
can pose a challenge for botanists trying to distin-
guish between them. This complexity can also lead
to issues with classifying the species due to differ-
ences among certain types. Moreover, errors in the
identification process may stem from factors like
lighting conditions, poor image quality, and natural
diversity within the mangrove habitat [25]. Un-
certainties in botanical knowledge can complicate
the identification process, especially when species
have similar morphological characteristics [26]. The
importance of detailing these challenges lies in
developing more effective solutions. The solutions
adopted must be able to address these specific
challenges, such as by utilizing advanced image
processing technologies or artificial intelligence-
based approaches that take into account morpho-
logical variations and environmental factors [27]. By
delving into the difficulties associated with

Fig. 12. Accuracy comparison chart for each class.

Fig. 13. Comparison graph of mean precision and sensitivity.
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identifying mangrove species and potential sources
of error, this study can substantially enhance the
utility and accuracy of identification methods. This
effort will increase understanding of the diversity of
mangrove ecosystems and open up opportunities
for further research and conservation.
By the principles of good classification or model

results, the classification or model results achieved
should be compared with several others. However,
the data set used in this research is a special data set
for classifying mangrove species based on leaf im-
ages. During this research, this data set has never
been used. So, it is impossible to compare the use of
the SVM algorithm to classify mangrove species with
other studies. Nevertheless, an extensive review
shows that SVM has shown excellent results in
pattern recognition and image classification.
Currently, a commercial solution called Leafsnap
[28] uses visual recognition to identify plant species
from leaf images, but no mangrove species exist in
the Leafsnap data set. Species in the Leafsnap data
set include Acer griseum, Acer ginnala, Acer campestre,
Abies nordmanniana, and Abies concolor. By comparing
our results with other plant species classification
methods based on leaf images, it can be said that our
model provides better results than research con-
ducted by Refs. [29e31] and approaching the state of
the art [15,32,33].

5. Conclusion

In conclusion, featured extraction using a geo-
metric approach successfully extracted roundness,
solidity, eccentricity, convexity, compactness, elon-
gation, rectangularity, and aspect ratio values.
Furthermore, these features could be used as a
marker to identify mangrove species, including R.
stylosa, R. apiculata, B. cylindrica, and A. marina.
Based on the analysis, the solidity feature could

effectively distinguish the 4 mangrove species.
Furthermore, leaf identification based on mangrove
species was carried out using a classification shown,
namely SVM. The highest average accuracy ob-
tained from the test results was 91.26% in this study.
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