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Abstract Abstract 
Cardiologists can more accurately classify a patient's condition by performing an accurate diagnostic and 
prognosis of cardiovascular disease (CVD). The clinical diagnosis, and therapies processes within the 
medical field have been substantially accelerated by ML-based approaches enabled by IoT-based 
systems. This structure is based on IoT-based system with enabled ML approach. This study investigates 
an approach known as ensemble categorization, which enhances the precision of weak algorithms by 
integrating multiple classifiers. For effective CVD classification, we utilized Ensemble learning machine 
(ELM) and Light GBM. The appropriate traits are chosen to speed up the categorization process using the 
Gorilla Troops Optimizer technique. The investigation findings demonstrate that ensemble techniques are 
beneficial in improving the predictive ability of weak categorizers. 
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RESEARCH PAPER

ELM and LIGHTGBM: A Hybrid Machine Learning
Technique With Intelligent IOT to Predict the
Cardiovascular Disease

Gorapalli S. Rao*, Ganesapandian Muneeswari

School of Computer Science and Engineering, VIT-AP University, Amaravathi, India

Abstract

Cardiologists can more accurately classify a patient's condition by performing an accurate diagnostic and prognosis of
cardiovascular disease (CVD), which enables them to offer the most appropriate care. With considerable outcomes, the
Internet of Things (IoT) and machine learning (ML) have recently shifted the focus for usage in CVD. The methods
based on machine learning made possible by IoT-based systems have significantly accelerated clinical diagnosis,
continuous tracking, and therapy processes in the medical field while also reducing the workload associated with
healthcare procedures and the cost of caregivers and physicians treating patients. Therefore, this research demonstrates a
platform that uses information from wearable systems with sensors attached to patients' bodies to detect different ill-
nesses in real-time. This framework uses an enabled machine learning approach on an Internet of Things system. This
paper examines an ensemble classification method that combines multiple classifiers to improve the accuracy of weak
algorithms. For efficient CVD classification, we combine two machine learning methods: Light GBM and Ensemble
Learning Machine (ELM). To expedite the process of categorization, the Gorilla Troops Optimizer technique is used to
select the relevant traits. These characteristics mean that reducing computational effort is necessary to increase cate-
gorization effectiveness. The study's findings demonstrate that ensemble techniques can improve the efficiency of weak
categorizers. Up to 7% more accuracy can be achieved with inadequate classifiers when using ensemble categorization.
The method's efficiency was further enhanced by adopting particular features, and the outcomes demonstrated an
interesting rise in prediction reliability.

Keywords: Internet of Things (IoT), Machine learning (ML), Cardiovascular (CVD), Ensemble Learning Machine (ELM),
Light GBM, Gorilla Troops Optimizer

1. Introduction

A utomatic heart disease detection constitutes
one of the most significant and complex

health challenges in the world [1]. Specifically in
adults and elderly persons, heart disease damages
the body by impairing blood vessel function and
leading to coronary artery infections. The World
Health Organization (WHO) estimates cardiovas-
cular diseases cause more than 18 million deaths
annually [2,3]. In addition, the United States spends
$1 billion per day on treating diseases in the heart
[4]. Heart illnesses, including stroke, heart attack,
and hypertension, are the leading causes of death in

the United States. So, it is crucial to identify heart
illness early before a heart attack or stroke occurs to
successfully treat those with cardiovascular disease
[5e7].
Age, obesity, high blood pressure, alcohol con-

sumption, sex, cholesterol, smoking, poor diet,
inactivity, and family history are all thought to in-
crease the chance of developing heart disease [8,9].
Some risk factors can be changed. Along with the
elements mentioned above, lifestyle choices like
eating patterns, inactivity, and obesity are also
regarded as significant risk factors [10,11]. Coronary,
congestive, angina pectoris, cardiomyopathy,
congenital, and myocarditis are just a few of the
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several types of heart disorders that might exist. It is
difficult to manually estimate the chance of
acquiring heart disease based on risk factors
[12e14]. Nevertheless, machine learning techniques
help to predict the outcomes from the existing data.
Recently, the healthcare sector has embraced

machine learning to make medical decisions.
Several MLAs, including the random forest (RF)
[15], the chaos firefly algorithm, the multilayer
perceptron (MLP), the logistic regression (LR) [16],
and the backpropagation neural network (BPNN)
have been successfully used as tools for evaluating
options for the forecasting of CVD based on per-
sonal information [17]. Research has also demon-
strated the benefits of using hybrid models that
successfully predict cardiac disease. Examples are
majority voting using naïve Bayes (NB), RF, Bayes
net (BN), MLP, two stacked SVMs, and RF with a
linear model. However, in machine learning,
anomalies and unbalanced data may show up and
affect how effectively the model for forecasting
works [18].
Consequently, preventing significant complica-

tions requires early and prompt identification of
heart issues. A precise method can easily forecast
cardiac illness, allowing us to hope for early diag-
nosis while also assisting the medical industry in
saving more lives through prediction [19]. The cur-
rent approach to diagnosing the cardiovascular
system is pricy and complicated. Each individual
wants to have their heart condition examined
repeatedly, which requires much time. Due to the
need to include multiple variables, the evaluation
procedure is tedious and costly [20]. This is partic-
ularly true in underdeveloped nations with limited
access to diagnostic tools, medical professionals,
and other resources.
As a result, we plan to incorporate an efficient and

flexible clinical decision support network model for
CVD diagnosis into the recommended approach.
Initially, data is gathered in an Internet of Things
environment. One method for predicting cardio-
vascular disease is the ensemble classification
approach. It reduces down on computation time and
improves efficiency even further.

1.1. Novel contribution

The primary essential contribution of this paper is
as follows:

� In Pre-processing, first, clean the data. Data
transformation is then normalized using the
minemax normalization method. Then the
SMOTE and Tomek methods are used to

increase the minority samples to overcome the
data imbalance problem.

� The Gorilla Troops optimizer algorithm selects
the essential features by eliminating unnec-
essary features.

� Hybrid the Ensemble Learning Machine and
LightGBM techniques to predict cardiovascular
disease.

1.2. Paper outline

The format of this study is as follows. Phase 2
examines existing research in this area. In Phase 3,
the proposed methodology is fully explained. In
Phase 4, the research using the suggested machine
learning models is described in detail. Phase 5 offers
suggestions for additional research as its conclusion.

2. Related works

Due to increased forecast precision and effec-
tiveness, machine learning and artificial intelligence
algorithms have grown significantly in the past
decade. The potential to create and choose algo-
rithms with the maximum accuracy and effective-
ness makes this research important. Hybrid
approaches are promising disease prediction
methods that combine several ML models with in-
formation systems.
Khan [21] presented an IoT system allowing a more

precise assessment ofheart illnessutilizingaModified
Deep Convolutional Neural Network (MDCNN). The
patient's smartwatch and heart monitor monitor
blood pressure and an electrocardiogram (ECG). The
method for heart disease prediction is created using a
convolution neural network. The MDCNN was
employed to categorize the input data from sensors
intonormal andpathological. Theoutcomes showthat
the suggested methodology offers greater accuracy
than the other methods.
An efficient cardiovascular disease prediction

system for a CDSS was suggested by Fitriyani et al.
[22] and includes XGBoost for predicting heart dis-
ease, a hybrid SMOTE-ENN to equalize the variance
of data used for training, and DBSCAN to identify
and remove outliers. Rani et al. [23] developed an
integrated system that can help in the earlier iden-
tification of heart disease. Employing an integrative
selection of features approach that blends the Ge-
netic Approach (GA) and recursive feature removal,
the pertinent features from the provided dataset
were selected. The pre-processing of the data has
also made use of SMOTE and traditional scalar
methods. The suggested approach yields far better
results than the existing approaches.
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LASSO and Relief were created by Ghosh et al.
[24] to use rank values to extract the most relevant
features from medical sources. This aids in the
resolution of machine learning's underfitting and
overfitting issues as well. Moreover, several hybrid
approaches, like bagging and boosting, speed up
testing and decrease execution times.
Ambrish et al. [25] developed the logistic regres-

sion (LR) method to classify cardiac illness. Pre-
processing the data includes cleaning the dataset,
finding the missing values, and selecting features
based on correlation with each attribute's intended
value. The traits that have the most significant
positive association were picked. The presented
approach produces superior outcomes when
compared to previous methods.
For better heart disease identification, Sarra et al.

[26] introduced a novel model of heart disease
categorization based on the support vector machine
(SVM) method. The c2 statistical optimal feature
selection method was applied to raise prediction
accuracy. The performance of the suggested
approach was then verified by contrasting it with
conventional models based on several performance
metrics. This finding indicates that our approach
performed better than other cutting-edge tech-
niques regarding heart disease prediction.
Hasanov et al. [27] have suggested a Sine Cosine

Weighted K-Nearest Neighbour (SCA_WKNN) al-
gorithm for forecasting heart disease that trains
from the data recorded in the blockchain. The
blockchain serves as a haven for patient data storage
and a legitimate source of learning data because the
data saved there cannot be altered. The suggested
strategy performs better when compared to the
current methods.
Malibari [28] introduced the EO-LWAMCNet, an

EO-optimized lightweight automatic modulation
categorization network to forecast an individual's
chronic health issues accurately. Each bit of data
collected by an implanted sensor in the individual's
body was transmitted to the cloud via a gateway.
The EO-LWAMCNet model starts the categoriza-
tion procedure for predicting CVD based on the
obtained sensor data. Differentiating from prior
approaches, the presented approach yields greater
performances.
These techniques, however, require a lot of

calculation time to identify CVs and have poor
prediction. For more effective and accurate early
detection and better recovery and treatment, the
CD identification method's prediction accuracy
needs to be further refined. Therefore, the primary
issues with the current approaches are their
lengthy computation durations and poor accuracy,

which may be related to the dataset's use of extra-
neous information. Additionally, the inability of
predictive algorithms for heart disease to accurately
determine an individual's risk of developing the
disease can lead to a false positive or false negative
diagnosis. Using algorithms for prediction, some
individuals may be identified as having a signifi-
cant chance of developing heart disease even
without any signs of the condition. Examinations
and unnecessary procedures could follow, along
with anxiety. For this purpose, we introduced a
novel Hybrid Ensemble Learning Machine and
LightGBM techniques to predict cardiovascular
disease. With the help of the proposed approach,
we effectively predict CVD and gain high perfor-
mances with less computational time.

3. Proposed methodology

The machine learning techniques utilized in this
study to create an intelligent cardiovascular disease
forecasting system are discussed in this part. The
three phases of this hybrid system are data gath-
ering, data pre-processing, and developing a model.
Missing values are inputted, features are chosen,
and class balance is completed during pre-process-
ing. We hybrid SMOTE and Tomek approaches to
generate artificial samples for minor classes,
yielding an equal amount of examples for each
class. By eliminating extra features from the CVD
database, the recommended Gorilla Troops Opti-
mizer (GHO)-based dimensionality reduction strat-
egy finds the most relevant CVD-related attributes.
Finally, we ensemble ELM and LightGBM ap-
proaches to predict cardiovascular disease. The
classifier concludes by predicting whether or not a
person has heart disease. Fig. 1 represents the ar-
chitecture of the proposed methodology. The
following subsections give the specific steps and
explanations of the dataset modules and perfor-
mance metrics. Additionally, the suggested model's
effectiveness is compared to other cutting-edge
models, and the findings are shown in the outputs
and discussions section.
Finally, we ensemble ELM and LightGBM ap-

proaches to predict cardiovascular disease. The
classifier concludes by predicting whether or not a
person has heart disease. Fig. 1 represents the ar-
chitecture of the proposed methodology. The
following subsections give specific steps and expla-
nations of the datasets, modules, and performance
metrics. Additionally, the suggested model's effec-
tiveness is compared to other cutting-edge models,
and the findings are shown in the outputs and dis-
cussions section.
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3.1. Data pre-processing

Data preparation is the most crucial stage before
applying Machine Learning algorithms. Since real-
world data is frequently noisy, insufficient, and
inconsistent, it cannot be used effectively in the
prediction task. A pre-processing stage is employed
to depict the data for the forecast of heart disease
appropriately. Filtering for missing data, normali-
zation, and feature selection are all parts of data
preparation.
Noise and missing values are common in the

gathered data after cleaning. These data must be
cleansed of noise and any missing numbers filled in
to produce a precise and efficient output. Trans-
formation is the process of converting data from a
single format to another so that it is easier to un-
derstand. It entails duties for aggregation, stan-
dardization, and smoothing.

3.1.1. Maxemin normalization
Min-max normalization is one of the most widely

used techniques for data restructuring. Min-max
normalization is applied for data transformation. The
result of each qualitative characteristic is trans-
formed into a numerical value based on the mini-
mum and maximum values. A scale of 0e1 will be
applied to the data. The data are simpler to compre-
hend because of this homogeneity. Equation (1)
is used to recognize data transformation.

Dt¼ ðZ�ZminÞ
ðZminmax Þ

ð1Þ

While Z groups the expected values, Zmin and
Zmax indicates Z's minimal and maximum values.

3.1.2. Data class balancing
Extracting and choosing the best features from a

balanced dataset is crucial for a supervised ML al-
gorithm to execute classification accurately and
efficiently. It is vital to balance the category distri-
butions during the feature selection procedure since
the intelligent meter dataset used in the current
study needs to be more balanced, as with most
detection data sets. The SMOTETomek method is
used in the present research to address this prob-
lem. The Intelligence of SMOTE and Tomek
connections approaches are combined in SMOTE-
Tomek to concurrently over- and under-sample
data classes. Removing most class links until both
have the same entities completes the indicated
objective. Although the SMOTE approach can
mitigate the imbalanced data class distribution
problem alone, it skews the distributions due to
clusters generated by several data classes that are
poorly articulated in most real-world smart meter
datasets. As a result, it is anticipated that during the
oversampling phase of the SMOTE approach, a
group of samples from the minority or majority
class will predominate. As a result, model

Fig. 1. Overall framework of the presented method.
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overfitting will result from providing such biased
data to the learning predictor.

3.2. Feature selection

Approaches for selecting features are crucial for
the ML process since they enable the extraction of
the optimal attributes for categorization. The

execution time is also shortened as a result of this.
We used the Gorilla Troops Optimizer (GTO) al-
gorithm to choose the features.
The GTO algorithm is a desirable option for

distinctive task selection due to several advantages
that set it against its direct competitors. One of its
key benefits is that it can be readily altered to
operate in high-dimensional spaces, mainly when
traversing a large search area for choosing features.
The approach meticulously balances finding and
exploiting novel characteristics to identify important
ones, and utilizing existing ones to increase selec-
tion reliability. Motivated by the Cuckoo behaviour,
GTO offers a unique biological perspective for
optimization and could be especially helpful in
assessing distinctive subsets.

3.2.1. Gorilla Troops Optimizer (GTO)
GTO simulates five distinct strategies by model-

ling the habits of swarms of gorillas. They adhere to
the silverback and migrate toward an urban area in
search of other gorillas. Fighting for adult females is
one way to do this. Throughout the exploration
phase, three strategies are employed: migration to
the surviving members, migration to an undiscov-
ered region, and migration to a known area. During
the exploitative stage, two methods are used:
tracking the silverback and then vying for mature
females.

3.2.1.1. Exploration phase. In GTO, every participant
can be an outcome, and at every stage of the opti-
mization process, the most effective one can be
named the silverback gorilla. Several various stra-
tegies were used for the exploration phase: pro-
ceeding towards a recognized region to increase the
capacity of GTO for examination of the region,

reducing the area of search by troubling the spaces
among the gorillas to strike a balance between both
exploration and exploitation and lastly proceeding
toward an unknown region to increase the ability of
GTO for exploration. These three techniques can all
be written numerically as an equation during
exploration.
XðtÞ and XY ðtþ1Þ signify the gorilla's actual and

potential positions in the following t iterations. The
rand symbols [0, 1] represent a value. The param-
eter (p) in the range [0, 1] must be specified during
any optimization process to determine the possi-
bility that a movement strategy would be chosen for
an unidentified location. One gorilla from the
gorilla swarms is factor Xr , whereas GXr is just one
gorilla group from the designated region that can
be allocated randomly. The factor's lowest and
maximum boundaries are indicated by LL and UL,
respectively.

C¼F� ð1�Þ ð3Þ

F¼ cosð2� r4Þ þ 1 ð4Þ

L¼C� l ð5Þ

H¼Z�XðtÞ ð6Þ

Z¼½�C;C� ð7Þ
Meanwhile, t is the number of iterations. The
random value within the range [0, 1] is r4. Addi-
tionally, the initials l represent a random value be-
tween [�1, 1].

3.2.1.2. Exploitation phase. Two phases are employed
during the exploitative phase: continuing to pursue
and hunting for adult females. One of the two ap-
proaches may be chosen based on the outcomes of
the analysis of C with W. A swarm of gorillas is said
to be led by a silverback, who exercises leadership
and directs the troop to food sources. This phase
will be used if C>W. Numerically describing this
phenomenon is possible using equation (8).

XYðtþ1Þ¼L�S� ðXðtÞ �XSBÞþXðtÞ ð8Þ

XYðtþ1Þ¼
� ðUL� LLÞ � r1 þ LL; rand<pðr2 �CÞ �XrðtÞ þ L�H; rand� 0:5XðiÞ�

L� ðL� ðXðtÞ �XYrðtÞÞ þ r3 � ðXðtÞ �XYrðtÞÞÞ; rand<0:5
ð2Þ
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The vector XðtÞ indicates the location of the
gorilla. Furthermore, S is denoted by the following
in the equation r4:

S¼
 �����
�
1
N

�XN
i¼1

XYiðtÞ
�����
g!ð1=gÞ

ð9Þ

g¼2l ð10Þ
XYiðtÞ Indicates the location of every potential

vector at iteration t, and N represents the total
amount of gorillas.

XYðiÞ¼XSB � ðXSB�Q�XðtÞ�QÞ �A ð11Þ
While

Q¼2� r5 � 1 ð12Þ

A¼b� E ð13Þ

E¼fN1rand�0:5N2rand < 0:5 ð14Þ
Meanwhile, Q represents the impact force deter-

mined by equation (10). To assess the parameter A,
which represents the combat stage, utilize equation
(13). The algorithm starts with a value for B. E is in
charge of simulating the impact's forceful aspect on
equation (14).
All variables must fall within the range [0, 1], with

values greater than 0 showing that the variable is a
candidate for categorization selection. As indicated
in equation (15), the variable utilized to calculate
single fitness must be the threshold to identify the
precise traits to be evaluated.

BXij¼
�
1 if Xij>0:50; otherwise ð15Þ

In this case, Xij it represents the dimension-spe-
cific amount for searching agent i at dimension j. We
used a straightforward truncation rule to ensure
variable bounds while upgrading every search
agent's location at specific dimensions while the
new value can violate the maximum constraints [0,
1]. The system then performs the following calcu-
lation for every gorilla in equation (16).

Fitnessi¼a�ð1�CiÞþð1� aÞ � jBXij
D

ð16Þ

Ci stands for the accuracy attained by the KNN
model, and alpha falls within the [0, 1] range. The
initial training data used as input has a dimension of
D. The smallest fitness value will be used to identify
the optimal solution. Upgrading continued till the
condition reached its end. The GTO technique then
generates the best outcome, which comprises the

feature set and is applied as a subsequent step to
eliminate pointless characteristics from the test
dataset. Our framework is predestined in the final
stage by using it on the smaller test set.
The GTO algorithm selects vital characteristics

such as age, blood pressure, cholesterol, smoking
status, diabetes, BMI, family history of CVD, phys-
ical activity level, dietary habits, blood glucose
levels, and past CVD events to predict the risk of
cardiovascular disease (CVD).

3.2.1.3. Computational complexity. The GTO algo-
rithm's capacity to effectively investigate and
navigate complex solution spaces is a hallmark of
its computational power. GTO is well-suited for
situations where feature selection entails a high
number of dimensions because it is made to be
computationally efficient, especially in high-
dimensional optimization tasks. The algorithm's
efficiency is ascribed to its application of bio-
inspired dynamics, mainly imitating the natural
behaviour of cuckoos.
The three steps essential for figuring out the GTO

algorithm's cost of computation are initialization,
fitness evaluation, and upgrading of the vultures.
The computing complexity of the initialization pro-
cess is equal to O (N), while the number of gorillas
(N) is represented as N. Conversely, the computa-
tional complexity of the upgraded mechanism pro-
cedure depends on both the exploitation and the
exploration stages.
Every phase begins with an upgrading operation

on every solution in the optimization space. It ends
with the execution of the best solution, which is
equivalent to O (T �N) þO (T �N �D) � 2. On the
other hand, D denotes the dimensions of the issue,
and T represents the maximum number of itera-
tions. Consequently, the GTO approach's compu-
tation complexity is O (N � (1þ T þ TD) � 2).

3.3. Classification

In this portion, the categorization algorithms that
are utilized for prediction are covered.

3.3.1. Ensemble Learning Machine (ELM)
The Ensemble Learning Machine categorizer is

used for binary categorization of the cardiovascular
disease data. One of the best paradigms for learning
is the ELM. Compared with more conventional
learning methods like Backpropagation, SVM,
ANN, Least Square-SVM, etc., it has better gener-
alizing efficiency and an increased learning rate.
The model's weights and bias settings are modified
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for a single hidden layer. It employs the MP
generalized inverse approach rather than gradient
descent-based backpropagation learning to identify
outcome weights. A schematic representation of the
ELM model is shown in Fig. 2.
Equation (17) illustrates the actual outcome of the

abovementioned conceptual arrangement.

Oj¼
XL
i¼1

big
�
ui:xjþbi

�
; i¼1;2;3; :::::L; j¼1;2; :::n

ð17Þ
While x and y are the output and input vectors,

accordingly, bi is the bias of the ith hidden neuron;
ui ¼ [ui1, ui2] is the weight of the vector among
input and hidden layer; and m and L are the trained
samples and hidden node counts, correspondingly.
The outcome jth input vector is denoted by Oj. The
outcome weight of the matrix (b) connects the
neuron's output to its hidden nodes, and g(x) is an
activation function. Formula (18) indicates the ELM's
initial set of an arbitrary number of trials with zero
error.Xm
j¼1

		Oj � yjk¼ 0 ð18Þ

While Q and N are the goal quantities and the
number of variables, equation (19) illustrates the
target training matrix (Y) and outcome weight (b)
matrix.

H�b¼ Y ð19Þ

b¼

26666666664

bT
1

bT
2

:

:

bT
L

37777777775
L�Q

;y¼

2666666664

YT
1

YT
2

:

:

Ym

t

3777777775
ð20Þ

Hðu1:::;umb1;::::bL;x1; :::xmÞ¼
gðu1:x1 þ b1 ::::: gðum:x1 þ bL

:

:

:

1
:

:

:
gðu1:xm þ b1Þ gðum:xm þ bLÞ

266664
377775

m�L

ð21Þ
Equation (21), which provides the output of hid-

den layer matrix H, may be used to compute
utilizing Formula (22), which provides the MP
expanded inverse of H.

b¼HþT ð22Þ
While Hþ stands for the generalized inverse since

the input weights and biases of the ELM are chosen
randomly, two problems could occur: It performs
slowly during testing, and when there are the most
hidden neurons present, it performs poorly when
generalizing. Therefore, learning systems inspired

Fig. 2. ELM approach framework.
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by nature and biology are more suited to address
these problems. To tackle this issue, we ensemble
ELM with Light GBM.

3.3.2. LightGBM
This study employs the LightGBM method for

precise CVD prediction. A Gradient Boosting De-
cision Tree (GBDT) framework called Light
Gradient Boosting Machine (LightGBM) is based
on a decision tree technique that was presented.
The GBDT method can discretize continuous fea-
tures. However, it only employs initial derivative
data to optimize the loss function. The decision tree
algorithm learns the findings and residuals of every
other tree before it.
Additionally, the expansion in data volume poses

challenges to GBDT's effectiveness. Despite this, the
layer-by-layer training strategy causes the leaf growth
mode to expand. LightGBM then used the histogram-
based decision tree approach. To speed up colossal
data processing and eliminate false alarms and miss
detections, LightGBM used the leaf growth approach
with depth restriction to work together to minimize
unnecessary XGBoost memory usage.
LightGBM was created to reduce the established

objective provided by the supervising learning X ¼
fðxi; yiÞgNi¼1 data set.

Obj¼
X

i
l
�
yi; y̑i

�
þ
X

k
U
�
fk
� ð23Þ

This approach uses the logistic function to measure
the distinction between the predictions and targets.

lzðzi;bziÞ¼ zi ln
�
1þe�y̑i

�
þ ð1� ziÞln

�
1þ e y̑i

�
ð24Þ

In LightGBM, a regression model was then applied:

FTðXÞ¼
XT
t¼1

fiðxÞ ð25Þ

The regression tree can also be described in
another way wqðxÞ;R2f1;2; ::::;Ng, while N indicates
the number of nodes, R represents hierarchies, w
shows sample size weight, and the function of the
objective is stated as:

ObjðtÞ ¼
Xn
i¼1

l
�
yi; ft�1ðxiÞþ ftðxiÞ

�þX
k

U
�
fk
� ð26Þ

The steepest descent approach, which considers
the function of loss, is used in conventional GBDT.
The goal function is readily approximated in
LightGBM using Newton's technique. While gihi
stands for the 1st function of loss and the 2nd func-
tion of loss, respectively.

hi¼vst�1 ðxiÞ jðzi;St�1ðxiÞÞ ð27Þ

Di¼v2st�1 ðxiÞ jðzi;St�1ðxiÞÞ ð28Þ
The formula (11) can be modified as follows to

describe the leaf j sample set:

ObjðtÞ ¼
XJ
j¼1

240@X
i¼Ij

gi

1Awjþ1
2

0@X
i¼Ij

hiþl

1Aw2
j

35 ð29Þ

Using quadratic programming, it is possible to
determine the limit and the ideal weight for every
leaf node given the topology of the tree q(x):

b*j ¼ �

P
i2Ij

hiP
i2Ij

si þ l
ð30Þ

Therefore, the gain computation equation is:

G¼1
2

2666664
 P

i2IL

hi

!2

P
i2IL

si þ l
þ

 P
i2IR

gih

!2

P
i2IR

si þ l
�

�P
i2I

hi

�2

P
i2I

si þ l

3777775 ð31Þ

LightGBM employs multi-threaded optimiza-
tion to boost productivity and reduce processing
time. It utilizes the optimum tree depth to prune
trees and prevent over-fitting.

4. Result and discussions

To assess the efficacy of the suggested approach,
we conducted two distinct types of investigations in
this section. In the initial study, we employ an
ensemble approach to forecast heart disease and
assess efficiency using various evaluation criteria. A
second investigation is then carried out to evaluate
the effectiveness of the suggested model with other
machine learning models.

4.1. Experimental setup

Using an Intel i5 2.60 GHz processor and 16 GB of
RAM, it runs Windows 10. Python, KERAS, and
TensorFlow are used in the examinations, which are
carried out in front of the Anaconda3 platform.

4.2. Dataset description

Four well-known heart disease datasets are used
in this study to evaluate the proposed methodology.
Using the heart disease and heart failure prediction
datasets from UCI, we examined and assessed their
performance.
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1) UCI heart disease dataset

The University of California (UCI, Irvine C.A)
repository, publicly accessible on the Kaggle web-
site, provided the dataset of heart patients used for
the suggested methodology. The “Cleveland,
Switzerland, Long Beach, and Hungary” datasets
have been combined to create this dataset. The 1050
patients' records from the Kaggle dataset were
included, along with 76 characteristics. 14 of the 76
variables were employed in the heart disease pre-
diction. This is because these attributes significantly
impact the disease more than others. The charac-
teristics of both datasets are shown in Table 1.

2) Heart failure prediction dataset

We tested our algorithm with this additional data-
set. On the Kaggle website, it is publicly accessible.
This dataset consists of 299 cases. Among the 299
individuals, 105 are female and 194 aremale. Patients
between the ages of 40 and 95 were also taken into
account. We also made use of 13 dataset attributes.

4.2.1. IoMT platform
Hardware is an essential part of IoMT. Several

gadgets can be utilized to collect real-time data from
patients with CVD. A wide range of medical devices
can be used for collecting data, such as the ECG,
which can be utilized for tracking the heart; the
glucometer, which can identify diabetes in the
blood; and fitness monitors, which may capture
details. These gadgets are connected to the internet
and can use connectivity technologies like routers
and gateways to deliver data to the cloud. Data are
frequently periodically transferred utilizing an API
key to establish a secure connection. Utilizing these
API credentials, the necessary devices may obtain

and preserve data on the IoT system. Next, machine
learning models display software choices that give
medical staff members access to data analytics,
reporting, and device control opportunities. The
report suggests managing CVD data by installing a
dependable platform that predicts CVD utilizing
and IoMT components.
This part will be developed to provide additional

details and support for utilising the IoMT for CVD.
IoMT is essential for revolutionizing the manage-
ment and prevention of CVD because it makes
continuous, real-time vital sign monitoring possible.
IoMT allows monitoring of patients remotely
through wearable technology and internet-con-
nected sensors, enabling medical practitioners to
quickly identify deviations and take appropriate
action. With IoMT technology, doctors can keep an
eye on their patients from a distance, spot modifi-
cations to their health, and provide individualized
interventions that encourage patients to take charge
of their cardiovascular health.
IoMT also opens up novel possibilities for inno-

vation and research in machine learning and pre-
dictive analytics, which contributes to the
development of advanced classification of risks
models and personalized treatment methods. When
all remains to be done, IoMT has a huge opportu-
nity to completely change the way that studies,
monitoring, and intervention are provided for CVD
patients.

4.3. Evaluation metrics

The following list includes the simulation's eval-
uation parameters:
Accuracy (ACC): Accuracy mostly depends on

how the data is collected. Comparing various

Table 1. Attributes.

Attribute no UCI dataset Cardiovascular dataset

Attributes Attributes

1 Sex Age
2 St-depression Glucose
3 Thal Weight
4 Fasting blood sugar Alcohol
5 Chest pain Systolic blood pressure
6 Age Physical activity
7 Target Cholesterol
8 Resting blood pressure Height
9 Maximum heart rate achieved Smoking
10 St-slope Gender
11 No.of major vessels Diastolic blood pressure
12 Serum cholesterol in mg/dl Cardiovascular
13 Resting electrographic results
14 Exercise-induced angina
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measures from the same or different sources allows
for evaluation. The evaluation is given by equation
(33).

accuracy¼ ap þ an
ap þ an þ bp þ bn

ð32Þ

Precision: This represents the likelihood that a
patient with a positive screening test has the illness.
Evaluating the PPV is possible using equation (34).

PPV¼ ap
ap þ bp

ð33Þ

Negative predictive value (NPV): According to
equation (35), this represents the likelihood of
locating a patient who is not at risk for developing
heart disease.

NPV¼ an
an þ bn

ð34Þ
Sensitivity, Recall: This shows the capacity to

identify a patient at risk for heart disease and is
assessed as stated in equation (36).

Sensitivity¼ ap
ap þ bn

ð35Þ

Specificity: This can be calculated by dividing the
total number of negatives by the true negatives, as
shown in (37). Value 1.0 designates the best speci-
ficity, while 0.0 designates the poorest.

Specificity¼ an
an þ bp

ð36Þ

F1 Score: F-Measure uses harmonic mean to
combine the outcomes of specificity and sensitivity

F1¼2� Pr ecision$recall
Pr ecisionþRecall

ð37Þ

4.4. Evaluation of cardiovascular disease

The evaluation of this proposed model has four
stages.

Step 1. Registration Module
In this module, we should register our details to

create an account. It has to fill in the user name and
password and confirm the password. And all that
information is saved in a “datasheet.txt” file. It is
shown in Fig. 3.

Step 2. Login-successful
Here, we should provide the details in the proper

information we gave in the registration stage. If all
the details are correct, it will show “successfully

login” and lead you to access the next page. It is
shown in Fig. 4.

Step 3. Login-Unsuccessful
When we don't provide the correct details, it will

show as an “invalid username or password.” It is
shown in Fig. 5.

When thegiven inputdetails are correct, then itwill
lead you to access this page. Here, you need to fill in
some data, which this page asks in Fig. 6.

Fig. 3. A registration module.

Fig. 4. Login phase.

Fig. 5. Login unsuccessful phase.
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Click Predict after all the data has been entered.
Following that, it will display, as in Figs. 7 and 8,
whether the individual has cardiac disease or not.

4.5. Performance evaluation of the UCI dataset

The evaluation of the suggested method based on
several criteria and comparison to relevant past
studies on the UCI dataset is shown in this section.
The existing approaches like GBM, ANN, XGBoost,
SVM, and light GBM are employed to compare with

our proposed approach. Table 2 shows the perfor-
mance comparison on the UCI dataset.
Fig. 9 demonstrates that, compared to other

models, the proposed classifier obtained the best
results with 99.18% accuracy, 98.96% precision,
98.56% recall and 99.02% F1-score. When compared
to current methods, the suggested strategy performs
better on the UCI database.

4.6. Performance evaluation of the cardiovascular
disease dataset

In this section, we discuss the performance of
using the cardiovascular disease dataset. Table 3
describes the evaluation of the suggested method
based on several criteria and comparisons to
relevant past studies on cardiovascular disease
datasets.
The suggested technique outperforms the current

methods when compared to the cardiovascular
disease database. The existing approaches like
ANN, RFE-GB, XGBoost, MLP, and ML-DL are
utilized to compare with the proposed approach.
Fig. 10 represents the cardiovascular disease dataset
performances. The proposed approach obtained
98.93% of accuracy, 98.47% of precision, 99.03% of
recall, and 98.82% F-Score.

Fig. 8. Prediction outcome for the healthy patient.

Fig. 6. Data details.

Fig. 7. Prediction outcome for heart patient.

Table 2. Performance comparison of the UCI dataset.

Approaches Precision F-Score Accuracy Recall AUC

GBM 89.65 83.87 83.60 78.78 94.04
ANN 85.29 86.56 85.24 87.87 81.01
XGBoost 90.32 87.50 86.88 84.84 87.07
SVM 88.23 89.55 88.52 90.90 88.31
LightGBM 96.66 92.06 91.80 87.87 92.15
Proposed 98.96 99.02 99.18 98.56 99.09

Fig. 9. Performance comparison of proposed vs. existing approach on the
UCI dataset.
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4.7. Performance evaluation using the class
imbalance approach

After normalization, the effectiveness of classi-
fiers was further enhanced by class balance. The
SMOTETomek approach was used to balance the
classes. Table 4 shows the effectiveness of
the proposed approach using data balancing
approaches.
The differentiation of using the class balancing

approach is shown in Fig. 11. After utilizing the
imbalance approach, the proposed approach's per-
formance was improved even more.

4.8. Performance evaluation of selecting features

Selecting features helped the efficiency of the
categorizer even more. All baseline algorithms' ac-
curacy significantly increased after using the
advised feature selection technique.
Table 6 and Fig. 13 represent the performance

comparison of the proposed approach vs. the exist-
ing approach. Table 5 and Fig. 12 show that while the
mean error rate of all the algorithms dropped, the
suggested model's accuracy compared to that of
other predictors. The suggested ML approach has a
98.14% accuracy rate, the highest of all models. As a
result of this research, we can conclude that the
suggested feature selection strategy could decrease
the complexities and dimensions of the dataset while
also extracting valuable details from big medical data
for ML algorithms. Additionally, we observe that
feature selection-based machine learning models
may reliably forecast patient cardiac disease with a
constrained set of features.
Table 6 and Fig. 13 represent the performance

comparison of the proposed approach vs. the
existing approach. Table 5 and Fig. 12 show that
while the algorithms' mean error rate dropped, the

Table 3. Proposed vs. existing approach comparison on cardiovascular disease dataset.

Technique Accuracy (%) Precision (%) Recall (%) F1-score (%)

Machine-deep ensemble classifier 88.70 88.02 88.02 88.01
XGBoost 87.02 89.62 82.11 86.30
Artificial Neural Network 68 69 68 68
Multilayer perceptron (MLP) 87.23 95.23 82.01 88.13
Ensemble Hybrid Voting classifier 84.03 87 84 85
RFE-GB 89.78 86 84 83
Proposed 98.93 98.47 99.03 98.82

Fig. 10. Differentiation of proposed with existing method on cardio-
vascular disease dataset.

Table 4. Utilizing the data balance approach.

Approaches Sensitivity Accuracy Specificity F-Score Precision

Adaboost 79.26 82.34 85.36 81.76 84.41
LR 80.48 83.24 85.97 82.75 85.16
NB 82.92 85.07 87.19 84.7 86.62
RF 81.70 83.85 85.97 83.48 85.35
SVM 81.09 84.16 87.19 83.64 86.36
Proposed 98.56 99.18 98.24 99.02 98.96

Fig. 11. Differentiation of using class balancing approach.
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Fig. 12. Graphical representation before selecting features (a) Differentiation of evaluation metrics (b) Error rate comparison.

Fig. 13. Graphical representation after using feature selection approach (a) comparison of performance metrics (b) MAE and RMSE comparison.

Table 5. Performance of Proposed vs. existing approach before using feature selection approach.

Approaches Precision (%) Accuracy (%) F-Score (%) RMSE Recall (%) MAE

SVM 68.1 63.2 60.0 0.60 63.3 0.36
Logistic regression 56.6 56.3 56.2 0.64 56.3 0.43
MLP 60.2 60.0 60.0 0.57 60.0 0.40
Random Forest 63.2 63.2 63.2 0.48 63.3 0.46
Decision tree 56.9 56.3 54.4 0.50 56.3 0.47
Naïve Bayes 67.1 66.5 66.4 0.49 66.5 0.38
LogitBoost 72.8 72.2 72.1 0.43 72.2 0.31
Proposed 98.17 98.14 98.06 0.32 96.33 0.26

Table 6. Performance of the proposed method after using the feature selection approach.

Approaches Precision (%) Accuracy (%) F-Score (%) RMSE Recall (%) MAE

SVM 81.9 71.8 69.3 0.53 71.8 0.28
Logistic regression 73.8 73.7 73.7 0.50 73.8 0.28
MLP 77.9 77.6 77.6 0.39 77.7 0.25
Random Forest 78.5 73.7 72.6 0.45 73.8 0.42
Decision tree 74.8 74.8 74.7 0.41 74.8 0.30
Naïve Bayes 80.5 80.4 80.5 0.34 80.5 0.22
LogitBoost 84.5 83.5 83.5 0.32 82.5 0.25
Proposed 98.56 99.05 98.76 0.19 97.22 0.16
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suggested model's accuracy compared to that of
other predictors. The suggested ML approach has a
98.14% accuracy rate, the highest of all models. As a
result of this research, the suggested feature selec-
tion strategy could decrease the complexities and
dimensions of the dataset while also extracting
valuable details from big medical data for ML al-
gorithms. Additionally, feature selection-based ma-
chine learning models may reliably forecast patient
cardiac disease with constrained features.
The performance evaluation of the various tech-

niques used to predict and categorize CVD is shown
in the provided Table 7. Three primary metrics are
used to evaluate each method: accuracy, precision,
and recall. Precision quantifies the percentage of true
positive predictions among all positive predictions,
whereas accuracy indicates howaccurate themodel is
overall at making predictions. Conversely, recall
shows the percentage of accurate positive predictions
among all occurrences of a specific class in the data-
set. Remarkably, the suggested approach performs
exceptionally well, attaining 99.05% accuracy, 99.08%
precision, and 99.10% recall. This shows that the
suggested strategy beats or performs comparably
with current techniques, indicating that it is a strong

contender for accurately identifying and categorizing
chronic illnesses in scenarios involving healthcare
monitoring.

4.9. Evaluation of computational time

The selected classifier's error and computation
time are performance indicators. We will consider
sensitivity, specificity, and categorization accuracy.
Every algorithm considers the computation time.
The proposed method offers strong sensitivity,
specificity, and accuracy while requiring minimum
computation time. Fig. 14 and Table 8 show the
computation time for the suggested method.

The model correctly predicted the result as
“abnormal.” The features' correlation is analyzed by
the heat map in Fig. 15. The light blue and white
hues show that the correlation among the variables
is close to þ1 and 1, accordingly, whereas the dark
blue color shows that the correlation is close to 0.
The correlation between the qualities chol and FBS
and the attribute class is nearly zero, indicating that
there may be no association at all. Consequently, we
might do away with them to enhance the function-
ality of our suggested model.

Table 7. Overall classification approach comparison.

Methods Accuracy Precision Recall

Deep CNN 97.70 e e

EDCNN e 99.01% e

CardioXNet 99.06% 99.5% 99.5%
CWT and CNN 98.64% e e
ECNN 98.79%
Proposed 99.05% 99.08% 99.10%

Fig. 14. Execution time comparison over existing approaches.

Table 8. Overall classification approach comparison.

Approaches Time (Sec)

Naïve Bayes 0.21
Bayes Net 0.13
MLP 14.36
PART 0.99
Proposed 0.08
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4.10. Evaluation of training and testing

The graph highlights the advantages of imple-
menting themethod suggested in the paper. Training
and testing loss functions, as well as training and
testing accuracy, are shown in Figs. 16 and 17. Using
the prepared training data, the proposed algorithm is
trained for 100 epochs during the training phase. A
learning rate of 0.01 has been observed.

4.11. Limitations

Overall, researchhas shown that theperformanceof
various classifiers was satisfactory compared to past
studies. However, there are certain limitations, such
as the reliance on a single feature selection technique,
which can lead to exact results. The dataset's having a
lot of missing values could be damaging. Other data-
sets utilizedwith this approachmust likewise address

Fig. 15. Heatmap correlation (a) UCI dataset and (b) heart disease prediction dataset.

Fig. 16. Comparison of UCI dataset (a) Training vs. testing accuracy (a) Training vs. testing loss.
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this problem if the missing value is sufficiently sig-
nificant, as we have demonstrated how to do. Despite
the size of our training dataset, more data would
improve the model's accuracy.

5. Conclusion & future scope

Regardless of one's ethnic or social origins, accu-
rately predicting the risk of heart disease might
significantly impact the overall mortality rate of peo-
ple.A crucial element in reaching this objective is early
diagnosis. With the aid of machine learning, several
researchers have previously tried to forecast cardiac
disease. This study follows a similar path but uses an
enhanced and distinctive methodology and a larger
dataset to train the algorithm.Our proposed approach
comprises three phases: Pre-processing, feature se-
lection, and classification. In pre-processing, data
cleaning, transformation, and normalization are per-
formed. After that, we increased theminority samples
with the help of a hybrid SMOTETomek approach. To
reduce the dimension and computational time, we
selected the essential features by using the Gorilla
Troops Optimizer (GTO) approach. Finally, the
ensemble of ELM and LightGBM is employed to
predict cardiovascular disease. We utilized the UCI
and Cardiovascular disease dataset to evaluate and
contrast the suggested method. Although the sug-
gested system cannot replace a doctor, it can be
employed in isolated and rural locations where there
are no contemporary medical facilities or cardiac
specialists. Additionally, it can help the doctor make
quick decisions. There are also certain restrictions on
the suggested system. It can only determine whether
or not a person has cardiac disease.

By utilizing different feature selection algorithms
and optimization methodologies, we will conduct
additional research in the future to improve the ef-
ficacy of these predictive models for the identifica-
tion of heart disease. Additionally, wearable gadgets
on the market will be used for training and testing
the planned work.
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